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Figure 1: Illustration of the Bag of Visual Words approach that we used for classification. The first row shows the process of learning a vocabulary of visual words by (i) 
selecting keypoints from each image, (ii) - (iii) computing SIFT descriptor vectors at those keypoints, and (iv) clustering the entire collection of SIFT descriptors into groups 
whose centers will define the visual words. We cluster into k groups (k = 3 shown, k = 100 used) and then recursively cluster each of those groups to create a tree of 
cluster centers. The second row shows how we use the visual-word tree. (v) Given an image, we (vi) again compute SIFT descriptors at keypoints and then (vii) walk each 
descriptor down the vocabulary tree using the closest cluster centers. Each time a descriptor walks through a cluster center, we increment the frequency count for that 
visual word. (viii) The result is a histogram of visual-word counts.  


