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* Market Trading Metaphor for Scoring Experts
sequentially arriving experts simulate market
budgets = weights/reputation

f Conclusions and Future Work

* Hybrid Analysis
Stochastic assumption on honest experts
Worst case analysis for adversarial experts

* Next steps: MLE in the hybrid model
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