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Abstract

In the work described in this paper we under-
took a fundamental, proof-of-concept explo-
ration of an unsupervised technique for extract-
ing and representing word meanings, called La-
tent Semantic Analysis. In this paper we de-
tail an implementation of LSA for the purpose
of vocabulary acquisition and report prelimi-
nary results from testing it on English vocab-
ulary tests akin to the Test of English as a For-
eign Language (TOEFL). We encountered sev-
eral difficulties, which are also described.

1

Most natural language processing research, and partic-
ularly most statistical natural language processing re-
search, focuses on formal aspects of natural language:
parsing and part-of-speech tagging are concerned with
the rules of syntax, morphology is concerned with cap-
turing and employing the formal rules of morphology
in languages. While the machine translation task is
certainly concerned with semantics, current approaches
work mostly by considering formal structures and formal
methods for word-alignment. In general, rather little at-
tention is given to developing computational systems for
understanding the meaning of natural language. We feel
that in order to achieve the near-human level of natural
language competence which must be the ultimate goal of
Natural Language Processing, NLP research must con-
front the problem of meaning.

At its core, the problem is a familiar one, at least in
concept, to researchers in Artificial Intelligence: it is the
problem of symbol grounding. How can a computer un-
derstand what, say, an apple is, that is what the word “ap-
ple” means, if it is unable to experience fruit in any of
the ways humans do, and by which humans ground their
understanding of the symbol in natural language meaning
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apple? A computer has no experience of taste, or hunger,
or touch, or even sight in most NLP settings. Clearly,
a conventional computer’s understanding of “apple” is
going to be fairly limited, but it need not be limited to
merely “noun, for plural add -s, Apfel in German”, etc.
What computers do have access to is a large volume of
text, from which subtle statistical features and constraints
can be gleaned.

Significant and fruitful (no pun intended) work has
been carried out in the construction of semantic ontolo-
gies such as WordNet (Fellbaum, 1998), which cap-
ture important information about the semantics of words.
However, such efforts are dependent on a great deal of
human labor, subject to annotator bias, language-specific,
and above all still lack a lot of information about the
relationships between various words, categories, con-
cepts, etc. What we seek is an unsupervised algorithm
which constructs a representation allowing the computer
to ground its understanding of the word “apple” in its ‘ex-
perience’ of ‘reading’ about apples in a vast amount of
unannotated text.

2 Latent Semantic Analysis

Latent Semantic Analysis (LSA) (Landauer and Dumais,
1997) is a statistical method for quantifying meaning in
natural language, predicated on the notion that the en-
tirety of the contexts in which a word does or does not
appear provide a set of constraints capturing the meaning
of that word. The basic approach is to represent words
as high-dimensional vectors, where similarity in meaning
can be calculated as a function of the difference between
two vectors.

Our goal in the work described in this paper was to
engage in a fundamental exploration of LSA, for the pur-
pose of solidifying our own understanding of it, and to at-
tempt to replicate the encouraging results of others’ early
work on LSA.

The remainder of this paper is organized as follows.
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The next section describes related previous work and at-
tempted or potential applications of LSA. Section 4 con-
tains a detailed description of the LSA algorithm, and an
explanation of our implementation. Section 5 explains
our testing of our system, and section 6 analyzes our re-
sults. Finally, we conclude with a more general discus-
sion in section 7.

3 Reated Work

3.1 Method

The Latent Semantic Analysis method was pioneered by
Landauer and Dumais (Landauer and Dumais, 1997),
and is closely related to Latent Semantic Indexing (Deer-
wester et al., 1990). The computational basis for LSA is
described in (Berry et al., 1993). The method is described
in section 4 below.

3.2 Applications

Many potential and already realized applications of LSA
exist. Perhaps the most fundamental is simply to apply
LSA in order to obtain a computational representation
of meanings of words. More advanced work on under-
standing has also been undertaken, such as understanding
metaphors (Kintsch and Bowles, 2002) (Kintsch, 2000).
LSA has been trained on aligned corpora in different lan-
guages to be applied to machine translation (Landauer et
al., 1998b), although LSA by itself has no production ca-
pability. By averaging the vectors of a paper and compar-
ing to multiple other source documents one can determine
which sources were most useful to the writer of the paper.
By modeling the meaning of a large document, sentences
which most closely match the meaning of the whole doc-
ument can be identified for the purposes of summariza-
tion (Kintsch et al., 2000). By comparing the vector rep-
resentations of one sentence to the next, LSA can pro-
vide a measure of cohesion within a text (Landauer et
al., 1998b). LSA systems can also be trained to estimate
the evaluation of an essay, and to choose an appropriate
next text to maximize student learning (Landauer et al.,
1998b). LSA has also been integrated into computer tu-
toring systems (Wiemer-Hastings, 2002).

The most exciting applications of LSA, however, are
those yet to come: LSA offers the potential to develop
NLP systems that understand the meaning of language
and can process or do useful things—from better automatic
translation to passing the Turing test-based on that under-
standing.

4
4.1 Corpus

Implementation

Latent Semantic Analysis learns word meanings through
processing a large volume of unannotated training text;
this corpus corresponds to what the system ‘knows’ after
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training. We started LSA runs on a subset of the Ency-
clopedia Britannica (EB) containing 4,148 unique words,
factoring out all one letter words, two letter words, and
words that appeared in only one document. There were
588 documents corresponding to encyclopedia entries,
each of which was approximately a paragraph long. After
running through the system with the Encyclopedia Bri-
tannica corpus, we chose the 1989 Associate Press corpus
for our full-size corpus, using the natural division of an
article as a document. The corpus contains over 98,000
documents and over 470,000 unique words.

4.2 Preprocessing

Once the training corpus has been divided into docu-
ments, our system builds a large matrix X of word oc-
currences. Each entry z; ; corresponds to the number of
times word 7 appears in document j. Each entry is then
transformed to “a measure of the first order association of
aword and its context” by the equation

log (zi,; +1)
5 () e (54

(Landauer et al., 1998b).

4.3 Singular Value Decomposition

The mathematical underpinning of LSA is a linear al-
gebraic technique called Singular Value Decomposition
(SVD), which is a form of eigenvector-eigenvalue analy-
sis which states that any rectangular matrix X can be de-
composed into three matrices W, .S, and C' which, when
multiplied back together, perfectly recreate X:

X =wsct
where
e X isany w by c rectangular matrix

e W is a w by m matrix with linearly independent
columns (also called principle components or sin-
gular vectors)

e C is a m by ¢ matrix with linearly independent
columns

e Sisam by m diagonal matrix containing the singu-
lar values of X

WSCT is guaranteed to perfectly recreate X provided
m is as large as the smaller of w and ¢. Integral to LSA
is the fact that if one of the singular values in S is omit-
ted, along with the corresponding singular vectors of W/
and C, the resulting reconstruction W’ S’C'T = X' is the
best least-squares approximation of X given the remain-
ing dimensions. By deleting all but the n largest singular
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values from S, SVD can be used to compress the dimen-
sionality of . When X is a words by documents ma-
trix, the compressed W' is called the semantic space of
the training corpus from which it was generated.

Before compression, the matrices used for Latent Se-
mantic Analysis are very large: 100,000 x 98,000 =
8.9 x 10° elements. However, as any document will only
contain a few hundred distinct words, the matrices are
very sparse. As we discovered the hard way, cookbook
algorithms for Singular Value Decomposition are com-
pletely impractical for matrices of this size. Fortunately,
libraries for large sparse matrix Singular Value Decom-
position do exist (Berry et al., 1993).1

It has been found empirically (Landauer et al., 1998a)
that an n (dimension) of between 300 and 400 is gen-
erally the optimal level of compression to synthesize
knowledge for LSA. The exact optimal number of dimen-
sions depends on the particular corpus.

A diagram of our system’s architecture is shown in Fig-
ure 1.

5 Testing

Since we were engaging in a fundamental, proof-of-
concept exploration of LSA’s potential as a means of cap-
turing semantic information, we chose to test our system
on simple vocabulary tests inspired by the Test of English
as a Foreign Language (TOEFL) and manually generated
using WordNet synonyms from the lexicon of the AP cor-
pus. An example question is shown in Figure 2.

A question is evaluated in the following manner. The
LSA vectors of each word in the target phrase (“levied”
in the example in Figure 2) are averaged to give an aver-
age meaning for the phrase. The possible options are then
averaged in the same way. Each possible answer is then
compared to the target using cosine similarity: the co-
sine (or, equivalently, normalized dot product) between
the target vector and each option vector is computed, and
the largest cosine indicates the option with meaning most
similar to the target.

6 Results

We tested the Encyclopedia Britannica corpus semantic
space on questions developed for the AP corpus. As we
expected, the results were poor due to the small size of
the EB corpus and the mis-match between training and
testing. Many of the words were not even in the EB cor-
pus, and the few questions that had both question and an-
swers produced poor results. We have so far been unable

tUnfortunately, the best of them was originally written in
FORTRAN, uses counterintuitive data file formats, has com-
pletely incomprehensible source code, and is poorly docu-
mented (length and mathematical rigor of the accompanying
“manual” notwithstanding).
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Figure 1: System Architecture
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For the following question, choose the answer phrase
whose meaning most closely matches the meaning of
the target phrase.

Target: levied

Possible answers:

a. imposed

b. believed

C. requested

d. correlated

Figure 2: A sample test question.

to complete the preprocessing on the AP corpus so we do
not have results for that data set.

6.1 Complications

Our initial tests on a small (5000 word) subset of the
Brown corpus made it clear that the computational com-
plexity of the SVD algorithm would be a serious obsta-
cle. Standard cookbook SVD recipes (Press et al., 1997)
(which is what we were using) were simply not viable
for matrices of the size required for LSA, and both the
memory requirements and running time proved to be pro-
hibitive.

The sparse matrix SVD package (Berry et al., 1993)
provided an solution for the SVD problem, however
a new problem arose when considering a corpus large
enough to produce good results. The time necessary to
count, process, and compress over 100,000 unique words
and nearly 100,000 documents was too great to fit into
the time available. We suspect that the first steps will
take something on the order of a day or two, but it is still
unknown how long the SVD will take. Given more time
it might be feasible to carry out the test to completion, but
we must at this time be satisfied with tests on a smaller
corpus.

7 Conclusion

Latent Semantic Analysis has many useful applications
and has been implemented successfully, however there
are many difficulties in producing an effective implemen-
tation. Once a corpus has been processed and a semantic
space has been generated, using it is very efficient and,
based upon the work of others, effective.

There is still the question of size. How big must a
corpus be to have a certain accuracy? Answering such
a question would be more time consuming than testing
other aspects and uses of LSA. We do know that the size
of the EB corpus was too small, though it was processed
very quickly (less than an hour). A corpus of a size in
between our EB and AP corpora could be appropriate for
testing LSA given the resources of our work space.
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8 FutureWork

With extra time, within reason, it will be possible to test
the AP corpus on the questions. This will allow for a
true test of the success of our implementation of LSA. In
addition, a subset of the AP corpus might provide positive
results in a shorter time frame. In a practical sense, much
of our short-term future work would need to be devoted
to efficient processing of the extremely large amount of
data required for effective Latent Semantic Analysis.

8.1 Domain Specific LSA

Another solution would be to use a corpus of reduced
size, though one larger than the EB corpus. Domain spe-
cific corpora might provide a means to test the system
effectively in a more timely manner. If the lexicon itself
were effectively reduced by reducing the scope of the do-
main, a smaller corpus might turn out to be useful. Some
domains would be relatively small, such as news articles
about a specific topic, such as baseball. There is a rela-
tively small, consistent lexicon centered around baseball
involving bases, hits, home runs, etc. It may be that a rel-
atively small selection of articles from newspapers and/or
magazines would produce a working semantic space for
the domain of baseball.

(Landauer et al., 1998a) used a psychology textbook in
order to make a semantic space of psychology. An intro-
ductory textbook would in no way cover all of the terms
and ideas contained within the study of psychology, but
for the student first being introduced to the field it would
suffice. The small semantic space could be used for grad-
ing homeworks, evaluating summaries, or comparing test
scores with that of a student. It would be interesting to
find out what size of a corpus would be necessary for var-
ious domains. It would also be interesting to see if a dif-
ferent number of dimensions are found to be optimal for
different domains, as well as how dependent that number
is on the specific corpus.

8.2 Analysisof Dimensions

Another area of interest that could be explored in the fu-
ture is that of what the dimensions of the semantic space
represent. By taking words that are thought to be strongly
related and seeing if there is a particular dimension of
which each has a large component, we might be able to
find out how semantic space is representing our language.
By extension this might offer some insight into our orga-
nization of thoughts with respect to language.
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