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Outline of the talk

Discuss a word game, try it ourselves, and test how well ChatGPT can play it
Learn how word embeddings are created to represent text for LLMs

Learn how LLMs generate text through transformers and self-attention
Reflect on LLMs



How to play NYT game Connections

Find groups of four items that share something in common

e Pick four items, and check if your guess is correct
e Try to find all four groups without making four mistakes

Category examples:

e FISH: Bass, Flounder, Salmon, Trout
e FIRE . Ant, Drill, Island, Opal

Each puzzle has exactly one solution. Watch out for words that seem to belong to
multiple categories.
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Let's see how OpenAl's ChatGPT (3.5) handles this game

Let's play a game called connections. | will give you 16 words. Your goal is to sort these
words into 4 groups of 4 by finding the connections between them. You can give me one
group of 4 at a time and | will tell you if you are correct. Here are the words: ghost, lemon,
garden, desert, star, raspberry, candy, bomb, flop, hiss, ignore, boo, bottom, dud, jeer, jilt.

Certainly, let's play "Connections" with these words. I'll start by proposing a group of 4 words:

Grouptghost,lboo, hiss,jeer] These 3 words are part of the “Taunts” group

Do these words form a correct group, or should | try a different combination?

BY@ Thisisclose. Only one word is incorrect.

Thank you for the feedback. Let's revise the group:

Group 1: ghost, boo, hiss, jeer Note that these are the same 4 words as above



Provide a hint
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For group 1, try replacing the word ghost with something else.

| see, let's modify Group 1:

Group 1: boo, hiss, jeerfflop

Now, for the next group:
Group 2: lemon, garden, raspberry, candy

Do these words form a correct group, or should | make further adjustments?

No, flop is not right for group 1. Try group 1again.

| apologize for the error. Let's try again for Group 1:

Group 1: boo, hiss, jee}, jilt




Found the right concept for the group

This still is one word away from being correct for group 1. Can you describe why you think the
words boo, hiss, jeer, and jilt are related?

My previous attempts at grouping were based on a connection | perceived among those

words, which waqrelated to negative or disapproving vocal expressions or actions| However,

considering your hint and reassessing the words, | now see a different connection:
Group 1: ghost, desert, star, bomb Completely remakes group 1

This group includes words that can be associated with the concept of "sky" or celestial

objects. Now, for the next group:



Even with another hint it cannot correctly complete the group

Do you know that the word raspberry can also be a disapproving vocal expression? Try
adding this into your original group 1.

| see your point about "raspberry" as a disapproving vocal expression. Let's modify the

original Group 1to include it:

Group 1{ghost]boo, hiss, raspberry ~ Doesn’t remember that | told it to remove ghost from group

Now, for the next group:

Group 2:|Iemon,garden, candy,flop] When asked, says these are related as dessert flavors

Do these words form a correct group, or should | make further adjustments?



Let’'s learn more about how LLMs like ChatGPT work

First we will see how words are transformed into numeric data suitable for

deep learning
As you learn more about how LLMs work, think about why the word game

Connections might be challenging for LLMs



Article in the Financial Times

Artificial Intelligence

Generative Al exists
because of the transformer

Thls how lt Works

By Visual Storytelling Team and Madhumita Murgia in London SEPTEMBER 12 2023

All of the visualizations included below (except where otherwise noted) are from this article



Word embeddings

We go to work by train

To write text, LLMs must first franslate words info

a language they understand.

-------------------------------------------------------------------------------------------

basic units that can be encoded. Tokens offen We go to work by . train

represent fractions of words, but we’ll turn each full

word info a token.



&Q westiong about LLMS
— \Aa)v%ay; wped w\ﬁﬁcﬂiﬂjs wd e M'Iue\f
o (othwwous Bog of Wads s one methc

Ore-bo| vepreubrtion
mkgdi cal | for XK caf- s dog
\ O O\

& 10 oigls | 000000000 ~ =TE
0100000000 = OMT
00 10000000 = two

efe.

Uee ow\ﬂ oD Wost  (uwwen é\/&@lisk wocds
one ooy ladatm 15 54 o 4
Si»ﬁ(om B or uery

eu we Pprocess exts, wleve (e < o predic:
/E?"ﬁ coter word w i"” Suvyouud aﬁo&so et

\his hard wrk  aud effort
worl  Luledlivg wporic

Ws | = \ ’é?

The. networt. develops

hidden layer Nprczvrfuﬁans
it vellet fue contexts

. witich tue wmels

wwt
o,

Thus Sewantically s ler
Wf)VDQS wwe Sullar
nidden losjer vepresestbttiars,




Word embeddings

In order to grasp a word’s meaning, i work  in our

example, LLMs first observe it in confext using

enormous sefts of fraining data, taking note of

collating text published on the internet, with new

LLMs trained using billions of words.
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was cutting into his soclal life
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Word embeddings

.....................

: work '5 her !
Eventually, we end up with a huge set of the words W°’k a"“°SPhe'e i
found alongside work in the training data, as | work | e

...............

As the model
produces a vector — or list of values — and adjusts
{in the

training data. This vector is known as a word

this set of words, it

embedding.



Word embeddings

A word embedding can have hundreds of values,
each representing a different aspect of a word'’s
meaning. Just as you might describe a house by its
characteristics — type, location, bedrooms,
bathrooms, storeys — the values in an embedding

quantify a word’s linguistic features.

olE" "HN 1

............

............




Word embeddings

The way these characteristics are derived means
we don't know exactly what each value represents,
but words we expect to be used in comparable
ways often have similar-looking embeddings.

A pair of words like | sea | and |ocean | for example,

may not be used in identical contexts (‘all at ocean’
isn't a direct substitute for ‘all at sea’), but their
meanings are close to each other, and embeddings

allow us to quantify that closeness.




Word embeddings

i school |
i work !
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college

Word embeddings

school

We might spof clusters of m or modes of

, and being able to quantify words

in this way is the first step in a model generating

text.




Let’s learn about how LLMs generate text

e Transformers
e Self-attention

e These concepts can be applied to more than just text—it also works to
produce pictures, music, and computer code



Transformers

Encoder

Inputs

The transformer is divided info two main parfs — the encoder,
which processes and learns to understand an input sequence,

Draw a w"ite which could be any repeating pattern (words, musical notes,
cartoon some folk et
of adog music

How do | say
“what is the time”
in Spanish?

Image the Financial Times article entitled “Transformers: The Google scientists who pioneered an Al revolution”



Transformers

W

Image from the Financial Times article entitled “Transformers: The Google scientists who pioneered an Al revolution”
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Decoder

Outputs

And the decoder, which produces an output sequence (a

sentence, a piece of music, a picture).
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Transformers and self-attention

A key concept of the transformer architecture is | have no inferest in pO“TiCS

self-attention. This is what allows LLMs to

understand relationships between words.

e =
= e S
/ /_\/ i \ N
Self-attention looks at each | token : in a body of T p—— T . TS, SO
text and decides which others are most important | have no interest in pO|ITICS ‘

fo understanding ifs meaning.



Transformers and self-attention

With self-attention, the transformer compuftes all
the words in a sentence af the same fime.

Capturing this context gives LLMs far more

-

R Ve Vs

sophisticated capabilities to parse language.

| || have || no || interest || in || politics




Transformers and self-attention

L 4

In this example, assessing the whole sentence at e R R e e
once means the transformer is able to understand 1 ¢ have i no | interest | in politics

that is being used as a noun to explain an SRS ¢ SR e e e

individual’s take on politics.

yA

........................................

... the model understandsis now being The bank’s interest rate . rises

used in a financial sense.



Transformers and self-attention

And when we combine the sentences, the model is
still able to recognise the correct meaning of each
word thanks to the attention it gives the

accompanying text.

For the first use of interest, it is m and m that
are most attended.

For the second, it is m and m

_____________________

v

...............................................................

interest hearing = about = the

_______________________________________________________________

..............................................................................................................

..............................................................................................................

..............................................................................................................................................

rising

interest

7%



Language challenge for Al

Binary choice questions

Two entities are mentioned in the question

A pronoun is used to refer to one of them

What is the correct referent of the pronoun?

Changing just one word in the statement, changes the correct referent
How will LLMs do at this task?



For example

e The dog chewed the bone because it was hungry.
e The dog chewed the bone because it was delicious.

What does the pronoun “it” refer to in each of these sentences?



How self-attention helps focus on the correct words

In the following sentence, self-attention is able to
calculate that IEI is most likely to be referring to

And if we alter the sentence, swapping ILIT3'8 for

, the model is able to recalculate, with

|E| now most likely to refer to m

.........................

.........................

.................

.................

it

The |

.................



Another example

e Sam painted a picture of shepherds with sheep, but they ended up looking
like dogs.

e Sam painted a picture of shepherds with sheep, but they ended up looking
like golfers.

What does the pronoun “they” refer to in each of these sentences?



ChatGPT doesn't fare as well in this example

In the sentence: Sam tried to paint a picture of shepherds with sheep, but they
ended up looking like dogs, who does "they" refer to?

In the sentence "Sam tried to paint a picture of shepherds with sheep, but they ended up
looking like dogs," the pronoun "they" refers to the shepherds and the sheep collectively. It
suggests that the entire scene, including both the shepherds and the sheep, ended up

looking like dogs in the painting.



Here it suggests the correct referent, but it's explanation is disappointing

In the sentence "Sam tried to paint a picture of shepherds with sheep, but they ended up
looking like golfers, who does "they" refer to?

In the sentence "Sam tried to paint a picture of shepherds with sheep, but they ended up
looking like golfers," the pronoun "they" refers to the shepherds. This sentence indicates that
the shepherds ended up looking like golfers in the painting, not the sheep.

Why might shepherds look like golfers?

Shepherds might look like golfers in a painting or visual representation due to the artist's
skill or the way they have depicted the individuals. It could be the result of artistic
interpretation, style, or errors in the depiction. The comparison between shepherds and
golfers could be unintentional and merely an outcome of the artist's technique or a
misinterpretation of the intended subject matter. Artistic representations can sometimes
lead to unexpected or humorous visual resemblances that were not the artist's original
intention.



Though the desired information does seem to be present in the model

LLMS Guee Ha  SKjoulool 9
PP?OUW (QCC Steve H:trt/ad) . 7&67 ar<
What do shepherds hold that might look like a golf club? fjp}- oulbadied| — ownly &perience
of Jine workd Is Thu text .

Shepherds typically hold a shepherd's crook or staff, which might, in some artistic
representations or from a certain angle, bear a resemblance to a golf club. Both the
shepherd's crook and a golf club are long, slender objects that the individuals hold, but their
shapes and purposes are quite different. A shepherd's crook is traditionally used by
shepherds for tending to and guiding their sheep, while a golf club is used in the sport of golf
to strike a ball into a hole. The similarity in appearance might be purely coincidental or a

result of artistic interpretation, as mentioned earlier.



Transformers and self-attention

The benefits of self-attention for language

processing increase the more you scale things up.

It allows LLMs to take from beyond

sentence boundaries, giving the model a greater
understanding of how and when a word is used.

The - chewed the bone
because it was delicious.
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Generating text

Word embeddings, positional encoding

1 AR

(0 L

Self-Attention
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Generating text

To do this, the model gives a FIE SNSRI o

each token, which represents the likelihood of it

being the next word in the sequence.

And it continues to do this until it is happy with the
text it has produced.

Probability

The | Financial | Times | is || ..
|

Probability

The | Financial | Times




Generating text

But this method of predicting the following word in
isolation — known as “greedy search” — can
intfroduce problems. Sometimes, while each
individual token might be the next best fit, the full
phrase can be less relevant.

Not necessarily always wrong, but perhaps not
what you'd expect either.

With beam search, the model is able to consider
multiple routes and find the best option.

Probability

The || Financial | Times | is || ...
economics and

Probability
The | Financial = Times  is | ..

I more I than I just I a l print l product I

I a l newspaper I founded I in I 1888 l




Generating a paragraph of text

Write me a short paragraph about my cat Pumpkin. She is an orange tabby and a little bit
plump. She was born in October. She doesn't like my dog Cosmo, who chases her around the
house. She loves to eat and demands to be fed promptly at 6 every morning by meowing
loudly outside my bedroom door.

Pumpkin, my delightful orange tabby cat, is a charming bundle of feline personality. Her O & &
autumnal coat gives her an air of warmth and comfort. Slightly plump and irresistibly cute,
she was born in October, and her birthday suits her well. Despite her plump appearance,
she's remarkably agile when darting away from my dog, Cosmo, who delights in chasing her
around the house. Pumpkin has a strong penchant for food, and she isn't shy about voicing
her desire. Each morning at 6, she punctuates the silence with loud meows outside my
bedroom door, a daily reminder of her unwavering breakfast schedule. She might be finicky
around Cosmo, but she's the undisputed queen of our morning routine.




What makes the Connections game challenging for LLMs?

e The player is only provided with 16 words without any context
e The transformer and self-attention mechanisms need context to help
disambiguate the words and determine their intended meaning



Summarizing capabilities of LLMs like ChatGPT

e They are not search engines—they are instead pattern matching engines

e They write text that is reasonably coherent and plausible, but there are no
guarantees that it is factually correct

e They often fabricate information, generating made up names, dates, article
titles, and quotes

e They have been trained on text scraped from the internet, and thus absorb
the cultural biases inherent within that text



