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1 Intr oduction

In 1999, Svarthmores waiter robot, Alfred, wn the American Association for Artificial Intelli-
gence [AAAI] “Hors d’Oeuvres Ayone?” robot competition. This yeaklfred graduated to ital-
ian restaurantwner-changed his name to Alfredo--and went back to the competition with his
“sons” Santino and Mario. Alfredoas the maitrel, Santino the waiter, and Mario the bs-bgy

This year Alfredo vas not a mobile robotuba computer with a Ilge monitor placed at the
waiter’s refill station. He had spests and a video camera, anduld respond to diérent kinds
of visualinput. Themonitordisplayedatalking face whoselips move in synchronizatiomwith the
speechHe hadthreespecialcapabilities:1) hecouldtell whenyou heldyour palmin front of the
camera and auld give you a palm reading. 2) heould comment on the color of your shirt
(based on analysis of the video image), and 3)dw@dwcomment if you stayed in front of the
camera too long. Otherwise, Alfredmuld talk about arious things, responding to what hevsa
in the camera.

Santino, the aiter, was a Nomad Super Scout I, a medium size mobile robot with an on-board
computerSantinowasalsooutfittedwith two camerasamicrophonespealers,a6” LCD display

and a mechanical arm that could raise a tray up awd.d®antino used the tncameras to look

for people, look for brightly colored badges, and to check when his &rayemptyHe would

come up to a person, ask if jn@anted an hors d’'oeuvre and then lift the tray iy/thaid yes.

When his tray s emptyhe would male his vay back to the refill station. When Santinasw
hapyy a face on the LCD screenowld smile. When he as grump or angry it would frown.

Mario, thebus-bg, wasa RealWorld InterfacedRWI] MagellanPro,ashortmobilerobotwith a
camera and speaks. His job vas to preide entertainment by running around in theagtoDur-

ing thecompetition healsohada plateof cookieson his back.In addition,hewould shuttleback
andforth betweerSantinoandAlfredo, attemptingto strike up corversationsvith them.Thetwo
mobile robots could identify one another by a red, white, and green flag that each carried (one
with the red side up, one with the red sidevdp

ThisyearSwarthmorenotonly competedn the“Hors d’OeuvresAnyone?”event,but alsoin the
UrbanSearchandRescudUSR] eventon a standardccoursepreparedy the Nationallnstitute of
Standards andethnology [NIST]. The robot Mariaxplored one section of the course autono-
mously built a map, and connected annotated 360° panoramic images of the scene to map loca-
tions. The annotations identified image areas of interest by highlighting motion and skin-color
Mario then made its &y out of the course within the allotted time limit (25 minutes).

Evenwith tenundegraduatestudentsvorking ontheprojectfor eightweeks doingbotheventsat
this level of performance as dificult. What made it possible, let alone successfak that each



Figure 1Alfredo (center) and his wv“sons”. Mario (left) is in his search and rescue uniforn
while Santino (right) is ready to sertors d’oeuvres.

of the agents used the sanvemll software architecture for inggating naigation and control
with perceptual processing. Furthermore, this architectasedgsigned to be tly platform
independenandmodular permittingdifferentagents--includingnon-mobileagents--taisediffer-
ent capabilities with f& changes to theverall system.

Using the same architecture for each agentvaltbus to distribte our eforts and focus on com-
mon capabilities such as visual information processing moduleseaiadldnimation modules
thatcouldbeusedon severalplatforms.This permittedusto give eachagenta wide rangeof abil-
ities and then intgrate them togetherfettively. The unique aspects of our hors d’oeuvres entry
this year included:

* The intgration of multiple sensors and modes of interaction in a single agent,

* A powerful, general purpose, real-time color vision module,

» Fast, creatie, entertaining, and rabt human-agent interactions,

» Facial animation--including tracking€es with theyes--in sync with the e,

» Shirt color detection and identification,

» Fast, safe nagation in a crwded space using a reagtialgorithm, and

« Communication and interaction between agents.

The same architecture also managed our USR.dItteyonly diference between Mario the$
boy and Mario the rescue robot were the controlling modules. Otherwise, the vision, speech, and
navigation modules were identical. The strengths of our USR entry were:

* Completely autonomous function,

» A robust reactre wander mode and “get out” mode using sonar and IRs,

» Providing a map hilt by the robot with connected annotated images, and

» The vision module, which could identify motion and skin-color

It sworth takingalook at whatwasunderthe hood,sotherestof this paperexaminestheoverall
architecture and highlights the most important pieces.



Figure 2Logical diagram of the REAPER Architecture. Each moduledaiputs from and
writes its outputs to the shared memdrge State module is the central controlling unit.

2 REAPER: an Intelligent Agent Architecture

Thesystemarchitecture--hereafteeferredto asREAPER[REflexive Architecturefor PErceptual
Robotics]--isbasedn asetof modulesThepurposeof eachmoduleis to handleoneof: sensing,
reflexes, control, communication, and degiging. The fundamental concept behind REAPER is
that the central control module--whether it is a state machine or other mechanism--dcast not w
aflood of sensorydata.Nor doesit wantto have to make low-level decisiondik e how fastto turn

each wheel ten times per second. At the same times it does need real-time updates of symbolic
information indicating what the avld around it is doing. The sensor and reffeodules gther

and filter information, handling all of the preprocessing and intermediate actions between high-
level commands or goals. This is similar to theyvour brain deals with a request to pick up an
object. While we consciously think about picking up the object, ouxe=fldeal with actually
moving our hand to the proper location and grasping it. Only then does our conscious mind tak
back control to decide what to doxhe

Thetwo sensingnoduleshandleall visionandspeech--basddteraction.Their maintaskis to act

as filters between the sensory data and the symbolic information required by the rest of the sys-
tem. The refle modules--naigation and &ce--handle the motion and appearance of the robot.
Thenavigationmodulealsoincorporatesensing sonarandinfraredsensors)but its primarytask

is to control the motion of the robot, not to filter the sensory information. Central control of the
robot is handled through a state module, and communication between robots is handled through
its ovn module. Finallywe created tov modules for dalgging purposes. One--the monitor
shavstext fieldsthatrepresenall of theinformationavailableto thesystemTheother-thevisual
monitor-is designed to graphically slwdhe information being prxaded by the vision module.



Themoduleson arobotcommunicateéhrougha sharednemorystructurewhich providesan effi-
cient means of sharing information. Jere based on a common frameek for communicating
andprogramminghatusesa handshakingprotocolto ensurehatinformationandcommandsre
passed and read correctGommunication between robots occurs throughetsdietween the
communication modulesver a wireless ethernet system.

Central control of the robotag handled by a controller module, or state module. This module
wasstartedirst, andit would startup all of theothermodulest needed--eacWwhich of whichwas

its own program.The statemodulewould theninitiate a statemachineprocesghatspecifiechowv
therobotwould interactwith theworld, whatsensingandinteractionmodalitiesit would use,and
whatkindsof navigationit neededo accomplishTo specifywhatthe othermodulesshoulddo it

used a handshaking protocol to send information and commands to them. The other modules, in
turn, would maintain blocks of output information that could be used by the state machine to
determine what to do Reand when certain actions were complete.

The state machine design and implementation required careful planning and thinking. The most
difficult aspect of desloping them was synchronization and timing. The state machine used a
handsha& protocolinvolving two counters--oneontrolledby the statemachine oneby themod-
ule--to synchronize commands with aen module and ensure it didisend commands too
quickly. The state machine also had to be carefully constructed so that itstwitich between
states too quicklySince the state machine did not includg ainthe lav-level sensing or interac-
tion, it iterated rtremely quickly and could nve between states before other modules hgd an
chance to react to the preus state. Thus, it had toatech flags from the other modules to deter-
mine when actions completed beforeving on or making a decision. The strength of this
approachs thatthe statemachinecansit backandsamplehigh-level informationasynchronously
reacting to changes in theovid smoothly and quickly

2.1 Owerall module structure

The non-controller modules all contained the same basic program structure. After startup and ini-
tialization, each wuld enter anvent loop--initially in an idle state. Each time through theng¢

loop, the module wuld first test if the controller had issued a command. If so, the transition to
executingthatcommandwvould take place.Otherwise the modulewould procesghe currentcom-
mand.Whenit completedhecurrentcommandithemodulewould transitionitself backto anidle

state and indicate to the controller via a flag thab w an idle state. In some cases, such as
sensing commands, the moduleuld continue to process and update sensory information until

told to do something else.

The goal of all of the modulesas to mak the gent loop asdst as possible. In thewngation
module, the goal &s to maintain a control loop of at least 10Hz; in the vision module, the goal
was to maintain 30Hz, or real-time visual processing.

2.2 Reflexes: Naigation

Thenavigationmodulesonthe ScoutandMagellanhadto be platform-specifidecausef thedif-
ferences between thedwobots low level interfaces. From the point of wieof the controller
moduleshowever, they appearedimilar. Differentgroupsdevelopedthe navigationmodulesso,
while they both use a reaot architecture, thediffer in the specifics.



2.2.1 Scout Naigation

The naigation requirements for the scout were simple. It had teerstawly and safelybe able
to getto agoallocation,andbeableto avoid obstacle®nthewaythere.ln addition,it hadto have
a mode where it actually stopped for an obstacle in casesiayperson to sexv

The naigation module \as setup as a 2-layer reaetsystem. The sensongilable to the na-
gation module were the sonars angp sensors, includingvé bump sensors on avofront
bumper we added to Santino. The bottom layer contained a set ofdystihat reacted directly
to these inputs. These befas included the follwing.

* Goal achiging

* Obstacle widance

* Wander

* Free-space finding

* Front umper reaction

Each of these betimrs would return a fuzzy priorityspeed, and heading. The controller layer
would then combine the speed and headalges based on its mode and the currentlyecti
behaiors.

The modes/commands for thevigation system included: Idle, StopmdStop slavly, goto
avoid, goto attend (stop for obstacles), put the arm up, put the avm dander track attend,
track a/oid, and a set of commands for resetting the odometry and controlling orientation.

The most interesting of these modes were the track modes. The intentiorabeoecveate a
mode that wuld directly connect the vision system and thégetion system without controller
intervention. It could be used to folloa judge$ name-tag badge or track agetrin real-time.
Oncethevision modulefoundabadgeor target, the controllercouldinitiate the modein boththe
vision and naigation modules. Once initiated, the vision modutaid continue to track the
objectandupdatethe object’s position. The navigationmodule,in turn, would reactasquickly as
possibleto thevisualinformationandtry to orientandfollow thetarget.It would continueto track
thetargetuntil eitherthetargetwaslost, thecontrollerendedhetracking,or anobstacleappeared
(in the case of feck Attend).

2.2.2 Magellan Naigation

The Magellan Pro--Mario--is a small round robot with symmetrically opposed wheels which
allow it to rotateonits axis. Thebasicsensolarrayconsistf athreeringsof 16 bump(contact),
sonar and IR sensors mounted around the sides of the robot. In addition Mario hasi/306n
pan-tilt camera andkéernal speadrs. The on-board computer is a Pentium Il running Linux
2.2.10, and communicates with the robaElex controller wer a 9600 baud serial line.

Because of the lack of aelevel software library we dereloped an integfce for the Magellan
which we called Mage. Mage communicates directly with thexrédatroller of the robot. The
rFlex acceptsa simplesetof motorcontrolcommandsndis alsoresponsibldor transmittingthe
sensor data of the robot backeo the serial line. W were able tox¢ract or deduce most of the
protocol for this communication from someaenple code that\RI provides for updating the
CMOSontherFlex. At ourrequestRWI sentuscodesnippetsontaininginformationrelevantto
thelR sensorswhich allowedusto enableandreadthelR rangevalues During this time we also
developed and inggrated a controller for the Sppan-tilt-zoom camera on the robot, whichsv
controlled wer a separate serial line.



In general the Mage API closely resembles the API for the Nomad SuperScout (dueatd the f
that we hae extensie experience with the scouts), although we implemented a simplified com-
mandsetanddecidedo make theunitsof distancahousandthsef metersandthe unitsof rotation
thousandths of radians.

In keeping with the Nomad API, all sensor and motor control data is maintained ge atiate
vector For example, the statement StatefSE_SOMNR_0] returns the most recerdlue of the
forward-pointing sonar sensdrhis state gctor is updated continuously by a thread which han-
dles n&v data passed from the robot controlilithough the rFIg controller supports a request-
basedorotocol,thesimplermethodis to askit to continuouslystreandatafrom thesensorasfast

as it can. This approach ensures that the sensor data is as up to date as possible. In order to send
motor commands, the API includes a method which sets the contents of an afigguTbe
samethreadwhich handlesncomingdataalsowatcheghis buffer andtransmitdts contentdo the
rFlex controller As anote,this motordatais transmittedmmediatelyif it changesndthentrans-
mitted periodically to &ep the rFbe controller alve. The serial communications to the pan-tilt-
zoom mount of the camera is implemented in the saaye w

The naigation module sits on top of the Mage API and is responsible for reporting the basic sen-
sor data and for actually getting the robot from point A to point B without running iytoiiag.
In our implementation, the manodule had seral diferent modes, Ut they were all based on a
reactve kernel. The robot decided Wwanuch to translate and rotate based on four lines of code.

» Translate = Tanslate - Distance to nearest object in front

» Translate = Tanslate + Distance to nearest object behind

* Rotate = Rotate - Distance to nearest object to the right (assuming clockwise rotation)

* Rotate = Rotate + Distance to nearest object to the left

To make therobotwander we just hadto give Translatea forwardbias.To go to a goal point, we
calculated the fRinslation, Rotation bias required to push the robwards the goal point.or
track an object, the magation module monitored the rebai position of the object (stored in the
vision module),andfed thisinformationstraightinto the biasesThis approactprovedto bevery
robust as long as the biases did nate=d the maximum repulsion of obstacles.

To huild a map in the USRvent, the naigation module used awidence grid approach [7]. &V
integratedsonarreadingsnto a probabilisticmapthatcouldthenbe classifiednto free spaceand
obstacledor interpretatiorby aperson.The evidencegrid techniquevorkedwell in ourtestruns,

but in the actualwent small objects on the floor and tight paths between obstacles cadised suf
cientwheelslip to significantlythrow off theodometry Thus,local areaf themapwerecorrect,

but globally it did not reflect the test situation.

2.3 Reflexes: Bce

Robot-Human interaction is thekcomponent that distinguishes the Hors d’OeuvregpAa?
competitionfrom otherrobotcompetitionsthegoalof creatingafully-functionalintelligentagent
with thecapabilitiesof any averagehumanis farfrom realized.Yet our robotteamthis yearbegan
to male strides in deeloping our avn synthetic character to better sohhe dificult task of the
competitionby incorporatingananimated3-D graphicalmodelof ahumanheadwith interactve
capabilities.

A growing amount of wrk has been dedicated to the creation of synthetic characters with inter-
esting interactie abilities. Each year the competitors in the robot contest find betysrtw



Figure 3The faces of Santino. From left to right: angdisgust, fearhapyy, sad, surprised.

explicitly display compl& interaction s with humans. &\€onsidered a number of graphical mod-
els with the capability to display emotion and th&iligity to add increasingly more comple
abilities. The DragonWing, for example,is afacialmodelingandanimationsystenthatuseshier-
archical b-splines for the generation of compariaces [1]. The technique piides an incredi-
ble amount of fleibility, but was too complicated for our needs. Instead we utilized a muscle
model for ficial animation andatial geometry datavailable on the web [9]. Wported the sys-
tem to OpenGL [8] on Linux.

The facial model is a simple polygon representation that uses 876 polygons. Only hadietie f
actually described in the input data file since symmetry is assumed between the right and left
sides. Reading the data and rendering it is straighgimhim OpenGL. The system weveéoped
permitted the user to wethe face data in a number ofays, including: transparent, wire frame,
flat shading, and smooth shading. In addition, #ive tould be oriented and rotated by the.user

The model we used included a simple muscle model to animaitactheX second data file
defineghe muscledy specifyingthe beginningandendingpoints,aswell asa zoneof influence.
Each muscle can be rekkor contracted, fgcting all those &rtices within its specific zone of
influence. V& created a set of predefineghessions which consisted of a set of contractions for
each muscle in thetial structure. \& could mee betweenxgpressions by interpolating the dif-
ferences in thexpression ectors. Our system used a total of 18edé@nt muscles and 6 unique
expressions.

Beyondthestructureof theface,we addeda coupleof featuredo increaseheinteractvity of the
systemFirst, we gave thejaw theability to move in orderto synchronizenouthmovementalong

with speeclgenerationThejaw wasableto rotatevertically by specifyingjaw polygonsandthen
rotating them about a central axis. The mou#is &lso able to nve horizontally from puckred

lips to a wide mouth by adding a virtual muscle that contracted the polygons of the mouth. Our
speech generation program, IB3WiaVoice™ Outloud, generated a mouth data structure--con-
taining mouth height and width--in parallel to the sound synthesa&sed this information to
the face module and used it to update the mouth state in synchronization with the spbeth.

The second capability we addedsmo gve the &ce ges--half-spheres colored appropriately
with aniris andpupil. We thentransformedhe eyesaccordingo the outputof thevisionmodule.
This simulated the &dct of the ges tracking people’faces or focusing on their conference
badges.

We presentedhefaceson SantinoandMario usingcolor LCD displaysataresolutionof 640x480
in 8-bit color On Alfredo--a dual processorovkstation--we presented theck on a 17” monitor
with 8-bit color at aresolutionof 800x600pixels. The completeanimationcapabilitiesvereonly
usedon Alfredo becaus®f themorelimited processingpowver onthe mobilerobots.On Alfredo,



with the full capabilities--and the vision module running simultaneously--the rendering system
was able to run at approximately 9 Hz, whichsvat the v end of acceptable quality

Overall, the &cial animation system greatly enhanced the interdgtcapability of the trio of
intelligent agents. Itaye people a central focus when interacting with the robots and helped to
keep their interest throughout the interaction.

2.4 Senses: Speech

To senre people, a seev must be capable of interacting with those beingeserhis interaction
can tale seeral forms, bt somehw communication must takplace. The seev must signal his/
herpresencandoffer the objectsbeingsened,the seneemustbeableto signalacceptanceand
the serer must serg. On Santino, we chose to neatkie main modality of communication
speech. @ create a full interaction, weanted Santino to be capable of asking people ¥f the
wanted an hors d’oeuvre, and responding correctly to their response. This required that we use
both speech generation and recognitioe. @&écted to use commerciallyaglable deelopment
software to accomplish both of these goals: Fecognition, we elected to ¢aly kuild on the
developmendonefor Alfred atthe 1999competition developmenbasedn ViaVoice ™ SDK for
Linux. For speech synthesis, we decided thaMgice™ Outloud enabled us to do all the things
we wished to do in addition to being easy togné¢e with the Y&Voice™ recognition system.

There were seeral major problems to bevercome in deeloping the complete speech module.

We decided that doing speech recognition in the actual competiismtxemely important,
thoughvery difficult. ViaVoice ™ softwareis designedor highly specificcircumstancesa single
person speaking clearly into a microphone in a mostly quiet room. The hors d’oeuvres competi-
tion was certainly not that. Instead, we coutgect sgeral hundred people chatting amongst
themseles, and some people not kving to speak directly into the microphone. Therefore, we
needed to &ep recognition interactiongteemely brief and do whater we could to get a clear
sound signal for recognition.

Given that recognitionen on monosyllablesag going to be ditult, we wanted to mad sure
thattherobotcouldbeaninterestingcorversationalistWWe wantedto avoid a stereotypicatobotic
voice,yetenabledialogueto beeasilywritten andadded Additionally, it wasimportantto usthat
the woice be able toxpress diferent emotions, especially as we planned to closely link speech
with theexpressive facemodule.Fortunately Outloudenabledisto implementall thesesynthesis
features.

Finally, we neededo make generatiorandrecognitionwork ontheactualmobilerobot,with little
processing pwer, system noise, and a poor sound card. Makiaydice™ and Outloud ark
together with poor audio processing equipment turned out to regtradeels of care.

2.4.1 Santinos speech module

Ourapproactio recognitionwasmuchthe samethis yearasin 1999[5]. ThoughViaVoice™can

be made to recognize complgrammars with laye \ocalularies, it has difculty with recogni-

tion in noisy emironments. Therefore, doing whing approaching comptespeech recognition
was not reasonable under the competition circumstanaededded therefore that the robot pri-
marily neededo understangimpleyes-notyperesponsesndsimplepolite words, like pleaseor
thanks. Therefore we tailored oufats in recognition tevards getting high recognition rates on
these monosyllables, rather than attempt to hold a more coogoleersation.



One of the major impr@ments on the speech system thas suggested by last yesahors
d’oeuvres competition &s to allev our robotic vaiter agent be able to detect when the back-
ground noisexxeeded a threshold and made it undesirable for speech recognitiothig/
added abilitywe could program our roboticarer to simply shut den its speech recognition
componentandswitchinto a differentmodethatonly usedspeechsynthesisThis noisedetection
ability would greatly imprge speech recognition rates since the rolmildvattempt recognition
only in reasonable gironments.

We were able to implement this background noise detection feature through a simple signal pro-
cessing technique [3]. ®implemented a routine that calculated tverage pwer of a ten sec-

ond sound recording from an omni-directional microphone and compared it to thresheksl v
These thresholdalues were determined at the conference hall some minutes before the competi-
tion. In determining appropriate threshollues, the peak peer of a sound aveform was used

as a guide to pvent us from specifying a threshold thaiwid never be &ceeded. Our threshold
value was such that speech recognition could still occur with some amount of background noise.

In addition to making our speech module moreusdpa simple Finite Impulse Response band-
pasdilter wasimplementedo eliminatefrequencieshatwerebeyondaspecifiedrange(~200Hz

- 2kHz) [3]. Mechanical objects--lkwentilation fans in a conference hall--mainly produce the
low frequencies, while high frequencies occur from electrical interference in the sound card--
which is intgrated on a single board compufir ensure module independence and speed, we
modified the VaVoice™ Speech Recognition audio library to include the band--pass filtration.
This bypassedhe necessityto first recordthe speechutteranceo a pulsecodemodulated PCM)
wave file, perform filtration and then pass the output to the recognition engine.

The most important part of the competition for Santims \mteracting with a person during a
servingscenarioAs doingcomple speechrecognitionwasnot a possibility we devotedmostof

our enegy to dereloping the robots spek personality We attempted to ma&kthe robot sound
emotional, and to say properly emotional things. Originally planned to makemotion a ery
important part of speech, andveahe robot enter each interaction with an emotional state, per-
haps gen haing that emotional state change as a result of the interaction. In the end, we did not
have enoughtime to tie emotiongo causesvithin theernvironment,thoughthatwill certainlybea

future goal. The robot still sounded emotional, and said emotionallgedh#nings, bt the emo-

tional state s randomly determined.

There were seeral classes of spek phrases used during the each serving scenario. When the
state machine signaled speech tgib@n interaction, it wuld say something that askthe per-
son if they would like something to eat, often in an interesting and occasionally raygl&\ien
therobotfinishedspeakingtherecognitionenginewould be givencontrol of the sounddevice, to
record the response of the person. If a yes or no respassegystered, the speech module
would report the response to state, whould then instruct speech to respond appropriately and
end the interaction. If thereas a &iled recognition, the robotauld either say something about
the color of the persons shirt--if vision had managed to detect shirt-oolsomething non-com-
mittal. Santino wuld then ask the personaag if they wanted an hors d’oeuvre and listen for a
responseA secondailurewould causespeecho saysomethingo justgetout of theinteraction,
and state wuld look for someone else to ser¥f the robot heard nothing at all, the speech mod-
ule would comment that the persomsvprobably a box being mistaly sered and mae on.



When Santino &s not in an interaction, he muttered, whicswa running commentary about
whatevertherobotwasdoingatthatmomentWhentherobotwasin the GOTO_SER/E stateand
not serving ayone, it would mutter about all the food that it had teagiln the GOO_REFILL
state it would mutterandtell peopleto notbotherit; therewasno food to be had.We hadto over-
comeseveralproblemso getthisto functionproperlyontheactualrobot.In particular we hadto
make synchronous calls to bothaWoice™ programs telling them to stop controlling the audio
device in order to deal with a sloturnaround time switching from input to output on the sound
card.

Thespeechmoduleacquittedtself very well atthecompetition Recognitiorratesin thecrowded

hall werefairly high, atabout70-75% ,whichincludedmisrecognition®f peoplenottalkinginto

the microphone, or saying something with absolutely no resemblance to yes-no respwages. Gi
theloudnessandthelarge numbersof people therobotdid justalittle worsethana humanmight

have in the same circumstance. Therst mistaks were made when it appeared thadreable

was not getting properly cleared, causing the robot to respond to a no response as if it were a yes
response, Ut this only seemed to happen once or twice. Most problems had been isolated during
extensve testing of speech apart from the other modules, where it performed almost perfectly

2.4.2 Mario’s speech module

BecauseéMario did not attemptspeeclrecognition,jts speechmodulewasa simplified versionof
Santinos. The speech module mainly seha diagnostic function, encoding information about

the internal state of the robot into natural-sounding phrases, as well as a means for the robot to
communicate its goals and interact with humans. The speech outpptassed as strings and

then we render the speech using IBMiaVoice™ Outloud. Although the speech module does
have the functionality to read and speak a phrase directly from the state module, we often used a
more flible mutter mode. In the mutter mode the speech module monitors the shared memory
information fields and mads its evn decisions about what to s&@nce properly configured, the
mutter mode picks an appropriate phrase out of a pool of possibiitgsfen seconds. @ a
practicedearthisis informative abouttherobot’s internalstatebut atthe sametime it reduceghe

risk of hearing the same boring phrasercand oer.

2.5 Senses: Mion

Being able to sense the visuadnd gives numerous adwntages to a robot, especially one
involvedin humaninteraction.Visualcapabilityallows therobotto find andlocateobjects detect
motion, and identify visual object characteristics. One of our goals in both conssstis mak
therobotsreactto theirworld asquickly aspossible.Thus,the navigationmodulemaximizedthe
number of times per second Xeeuted the control loop. Léwise, our goal in the vision module
was to maximize the frame rate while still ypiding a rich array of information.

The structure of the vision modulesg/similar to the others. After initialization, thesat loop
checled if there vas a pending command from the controliethere vas, it would transition to
thenew stateaccordingo thecommandOtherwisejt would continueto executethe currentcom-
mand set.

The vision module included a rich set of operators fovedimg images into symbolic informa-

tion. The three general classes of operators were: object detection, motion detection, and object
characteristic analysis. Each command to the vision module indicated a general mode and the set
of operators that should be turned on. The controller could then scan vaatrelatput fields of



the vision module for posite detections, motion, or object characteristics. Each output field
included information about where an objeeasaetected in the image and whenaswletected

as determined by a time stamp. The controller could then decide what information required a
response.

The set of operators we implemented included:
» Person detection based on skin color and gradients
* Motion detection across multiple frames
» Color blob detection, focused on conference badge detection
* P-similar pattern detection
* Red, white, and green flag detection
» Palm detection
* Orange arny detection
» Shirt color analysis (dependent upon detecting a person)
» Person identification (dependent upon detecting a person)
» Calculation of hav much food vas on the robad’tray (using the tray camera)
* Take a panoramic image (on Mario only)

Which operators werevailable depended on the mode the controller selected. The modes rele-
vant to the competition were: IDLE, LOOK, TRAand RNO. The LOOK mode was the pri-
marymodeof operatiorandpermittedall but thelasttwo operatorgo beactve. TheTRAY mode
activatedthesecondcameranputandanalyzechow muchof thetray wasfilled. The PANO mode

worked with the pan-tilt-zoom camera on Mario to generate a 180° panoramic image that concat-
enated eight frames together while simultaneously applying the motion and person detection
operators.

While in the LOOK mode therewasclearlynoway we could maintaina high framerateandexe-

cute all of these operators on each image. Our solusnovdeise a scheduling algorithm that
only applied a f&/ operators to each frame. This came about because of the realization that the
controllerdidn’t really needto know thattherewasabadgen view--or whatever otherobject--30

times per second. Thaiaw a lot &ster than the robot could react to things since reactions gener-
ally involvedphysicalactionsor speakingRunningthe badgedetectior2-6 timespersecondvas
probably still werkill. Likewise, most of the other operators did not benefit from continuous
application. Since we supplied a time stamp with each piece of information, the controller could
decide based on the time stamp whether a piece of informati®neeent enough tocanrant a
response.

Our scheduling algorithm as based on the premise running twperators per frameowld not
reduce the frame rate. This put an upper bound on operator eity)@#&hough in the case of
motion analysis we got around the limitation by pipelining the process. In the standard LOOK
mode the modulewould randomlyselectiwo of the active operatordaseddn a probability distri-
bution. To createthe probabilitydistribution, eachprocessvasweighted with processesequiring
higherframeratesreceving higherweights.Most of theoperatorsecevedsmall,relatvely equal
weights. Once selected, the modulewd execute the tw operators and update the valet
information. On @erage, each operatoowd be &ecuted according to the probability distrib
tion.

The motion detection operatoas/the most diicult operator to deelop within this frameork
becausé requiresmultiple frames--ateastthreefor robustprocessing--ancequiresa significant



amount of processing for each frame. Our algorithm used Sobel gradient operators to calculate
edge images, and then subtracted adjacent (in time) edge images to locate edgesdhdt mo
then located the bounding box of areas of motion tkedexled a certain thresholde\Wave

found this algorithm to be quite successful at locating people in the hors d’oevemefod5].

We didn’t wantto breakthe overall structure sowe pipelinedthe algorithmacrosanultiple event
loops.Themotionalgorithmtook five eventloopsto calculatea result--withthefirst threecaptur-
ing images and calculating the Sobel resultseiisure the motion algorithmaw called fre-
guently enough, weage it a high weight in the probability disttibon. On &erage, the motion
algorithm produced a result 5-6 times per second. Wheasitastve, it was usually selected as
one of the tw scheduled operators.

A secondary mode with the LOOK mode permitted tracking using one operator in addition to
looking for other objects.olengge tracking, the controlleromld specify a single tracking oper-
atorandtheregularlist of otheractive operatorsTheoperatorschedulewould thenputthetrack-

ing operator in one of the tmexecution slots and randomly select the other operator from the
active list. This guaranteed that the vision modutailda look for the object being trae#t every
frame,providing thefastesupdateratepossible As notedabove, in thetrackingmodethe naviga-
tion module could look directly at the vision module output and adjust its control of the robot
accordingly Mario used this ability to follw badges during the competition.

The scheduling algorithm anderall structure werexéremely successful as aawto manage a
robotvision systemEvenwith all of theotherrobotmodulesunning,thevision modulewasable
to maintain a frame rate of at least 20Hz. Information updates occugrddrhg enough that the
robot was able to attend to multiple aspects of itrenment with real time reactions.

The interesting ne capabilities and algorithms wewdtoped this year were: person detection
and identification, shirt color identification, food tray analysis, and Italian flag deteadion. F
details on the motion, color blob, and P-similar pattern detection see [6], [5], and [10].

2.5.1 Rerson detection and identification

Person detection is one of the most important capabilities for an intereafbiot to possess.aN
used tvo independent techniques to accomplish this: motionaceldetection. Our motion
detectomwasstraightforvardandis describedbove, but we took a slightly novel approactto face
detection that resulted in aifly robust technique in the hors d’oeuvres domain.

The basis of ouralce detection system is skin-color blob detection. Egddskin detection is
effective training, sincelighting conditionscanstronglyaffecttheappearancef colors.We devel-
oped a &st, interactie training algorithm that ges the user direct feedback abouvheell the
systemis goingto performunderexisting conditions.The outputof thetrainingalgorithmis anrg
fuzzy histogram, where r and g are defined as in (1).

R G

"“Ric+B Y R+G+B

(1)

A fuzzy histogram is a histogram with entries in the range [0, 1] that indicate membership in the
colorsof interest.You cancreatea fuzzy histogramby takinga standarcistogram--whictcounts

the occurrences of eaadh pair-and dviding each hcket by the maximumurxket value in the
histogram [11].



We use fuzzy histograms to a@mnt standard images into binary images that contain ongtspix
whose colors ha high fuzzy membershigiues. Br skin-color blob detection we train the
fuzzy histogram on skin-colorgens of some training images and thee only piels with
membership alues abee a specified thresholdo et blobs we run a 2-pasgs®ntation algo-
rithm on the binary image an@dp only rgions lager than a certain size.

Theresultof blob detections asetof regionsthatcontainskin-color In previouscompetitionsve
ran into trouble using just blob detection because tilks wf the hors d’'oeuvres competition
areasn 1998and1999wereflesh-tonesWhile thiswasnotthecasen the2000,therewereother
sources of skin-color besides people in tharenment.

Our solution to this problemas to multiply a gradient image with the skin-color probability
image prior to sgmentation. The gradient image wever, was pre-filtered to renve high gradi-
entvalues(i.e. strongedges)Theresultwasagradienimagewheremild gradientsverenon-zero
and all other pigls were zero or close to itaées are not flat and contain mild gradients across
mostof their surface.However, they do nottendto containstrongedgesThus,includingthemild
gradient alues efectively eliminates alls--which are flat and tend to be featureless-leves
faces. V& found the combination to be 1t and it reduced oualse positre rate to near zero
while still reliably locating people.

In the 1999 competition our robot--Alfred--tried to remember people basedtaretand color
histograms. This arked ok at the competitionubit relied on the person standing directly in
front of the camera, whichas rarely the case. This year we decided tgrate the person iden-
tification with the &ce detection and shirt color identificatiore Also decided not to store a per-
manentdatabasef personsbutinsteado only recallpeoplefor ashorttime period.Thepurpose,
therefore, of the person identificatiomsvto disceer if a particular personag standing in front
of the robot/agent for anxeended period of time.

After asuccessfulacedetectionjf thememoryfeaturewasactivatedandcalledthenthememory
algorithm etracted a bounding box around the persdi@dy based on the location of theicé.

It then etracted a short featureetor from that box to represent that persodéentity The fea-
turevectorwasthetopfive bucketsin anrg histogram--aslefinedin (1)--thetopfive bucketsin an

IB (Intensity Blue) histogram, thevarage edge strength as determined by X and Y Sobel opera-
tors, the number of strong edgegdx and the number of significant colors in péistogram.
These 12 numbers pride a nice ky with which we can compare peoeippearance.

Once the systenx@acted a ky, it compared thedy to all other leys recently seen. The system
storedthe 100mostrecentuniquekeys. If it founda probablematch,thenit would sendthisto an
outputfilter. If it foundno match,it would addthekey to the databaseandthencall the outputfil-
ter. The output filter simply returned the most commeyikentified in the past 10 calls. If no
singlekey hadatleastthreematchesn the past10, anull result(no match)wasreturned Theout-
put filter guaranteed thatyen in the presence of a personiotion and schizophreniade detec-
tion results (jumping between people), if a persas standing in front of the camera for an
extended period of time theiek would register consistently

We endedup usingthis informationwith Alfredo. If apersorwasstandingn front of Alfredo for
a minimum period of time, heould comment that tlyeshould go do something else. Clearly
there are other applicationsjtiwe could not pursue them for lack of time.
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Figure 4Examples of the vision module in action. A) Successicé fdetection and the corre-
spondingoox usedfor shirtcolorandpersondentification.B) Successfullag detectionC) Train-
ing system fordce detection system. DaRoramic image from the USR contest: the green .
blue boxs indicate possible motion and skin color respelgtiNote that the skin-color on the
manniquins arm--on which we trained--is grevhich is wly the walls and floor get highlighte

2.5.2 Shirt color identification

The shirt color recognition depended upon a successfal(skin) detection. Once @&k vas
detected, the algorithm selected a section of the image lieéoace that corresponded to the
persons$ shirt. The algorithm then analyzed a histogram of tigioneto determine the dominant
color. The dificult aspects of this task were selecting a histogram space to use, and attaching
color labels to rgions of that space.

Based onxperimentation, we selected thg histogram space to represent colaere
| = %(R+G+B) @)

| is intensity and r and g are the normalized coordinates defined by (1).



(R, G, B) are the ra pixels \alues returned by the camera for egi pixel. The benefit of using
thergl spacds thatthe color--representedsrg--is thenindependentf theintensity--represented
in the | axis. V¢ used 20 lickets in each of r and g, and ddiets in |.

Because dferent camera settings andfdient lighting afiect where a color sits in thglrspace,
we calibratedthe systemusinga MacBeth™color chartprior to eachsituationin which therobot
would interact.Usinga pictureof the color chartunderthe appropriatellumination we identified
the centroid in thegl space for each of the 24 colors on the color chart.

After identifying the rgion of interest--i.e. the shirtg@n--the system identified the most com-

mon color in thegl histogram. The system then found the closest--in a Euclidean sense--color
centroid and returned itsxiecolor label as the output. Alfredo used this system to grieat ef

during the competition. It correctly identified numerous shirts, including/@xwell’'s mother

who was wearing a purple shirt. It made the computer appear cognizant of its surroundings in an
engaging manner

2.5.3 Food tray analysis

The food tray analysisas a simple, it efective algorithm. V& used an Ospyel00 framegrab-
bercardwith multiple compositevideoinputs.Uponenteringthe TRAY mode thevisionmodule
would switchto analyzingtheinput from a smallgreyscalecameramountedon thetray. We used
a white napkin to oeer the tray and seed dark bravn or black cookies.

The tray analysis algorithmasked on the middle 1/2 of the image, in which the tray dominated
thesceneThenwe simply countedhe numberof darkpixelsandcalculatedhe percentagef the
visible tray that was full. By haing pre-calculated minimum and maximusdwe, we could con-
trol aflag thatspecifiedFULL, EMPTY, or apercentagén betweenThisturnedoutto beagood
proxy for how mary cookiesremainedSincethe smallcamerancludedanauto-ginfeature this
method verked ezen when someone bloett the direct lighting by leaninger the tray or stand-
ing so it vas in shade.

Based on the percentage fudilwes returned by the vision module, the controlles able to
smoothlytransitionfrom pureserving,to servingwhile headingowardstherefill station,to head-
ing directly to the refill station because the traasvempty

2.5.4 \értical Italian flag (r ed-white-green) detection

Oneof the capabilitieswe gave therobotsfor the horsd’oeuvreseventwasthe ability to strike up
corversations with one anothdio male this realistic it should only happen when the robots are
close to one anothefo ensure this we decided togithe robots the ability to recognize one
anotherWe originally consideregutting p-similarpatterns--easilyecognizableargets--oneach
robot. Havever, this would have detracted from the robstappearance, whichas something
close to formal dress.

Sinceourthemewasanltalianrestaurantywe decidedo usetheitalianflag colors--redwhite,and
green--as our identifying feature. Santino had a flag dragdally from his serving trayand
Mario had one placed on an antenna about 4 feeeahe ground. Alfredo could also initiate
corversations when hewaone of the mobile robots in his camera.differentiate the te we
reversed the order of the colors for Mario and Santino from top to bottom.

The technique we used for recognitioasabased on tvarsing columns--since the colors were
arranged grtically. Along each column a state machine textkhe order of the pals. The state



machine wuld only output a posite identification if it found aertical series of red, white, and
green piels (or in r@ersed order). Each color had to be mostly continuous and contaiit a suf
cient number of pigls. The state machine alled a certain number ofvalid (not red, white, or
green) piels as it traersed the colors. Keever, too maly invalid pixels invalidated that particu-
lar state traersal.

This method, since it &s based on single columns, turned out toxtremely rolust and could
executein realtime. Therecognitionsystemworkedwell bothin testrunsandin thecompetition.
Because&santinowasalmostcontinuouslyengagedin servingduringthe competition however, it
was neer able to respond to MarioofFus, vatching the robots eage one another prior to the
competition vas one of the highlights of th&peerience.

3 Lessons leaned and looking to the future

The products of oungperience that we will continue--and are continuing--to use arevéralb
architecture, the wggation modules, theate module, and the vision module. All of these pro-
videduswith genericscafolding ontop of which we arebuilding othercapabilitiesandsystems.

All of them are g&tendable and easily irgeated with one anotheéi\e also nw have eccellent
delugging tools that permit us to track all of the information and messages that pass between
modules during»acution. lr us, this infrastructure is the real outcome.

Whatwe alsolearneds thatdesigninghecontrollermoduleis still moreartthanscienceFroma
practical point of vie, if we continue to use the state machine approach we will needdab
setof standardechniquegor managingandpassingnformationaroundthe system.Someof this

we have alreadystartedput it needgo beapproacheth amoreformal mannerOnealternatve is

to start liilding a generic state controller that uses alkedge management system and a set of
rules to determine its actions. This methazlild implement a three-layer architecture where the
controller sits between a readisystem and a deliberaisymbolic system [4].

Looking to the future, if the Hors d’Oeuvres yame? gent continues then the challenge is to
push the erelope. On the interaction front, one challenge is t@ld@ a more generic speech
interactionsystenmthatcanengagein andfollow corversationsalbeitwithin alimited domain.A
second is to fully implement an emotional subsystem that éect #fe whole range of robot
behaiors. A third is to more closely link visual recognition of features--such as shirt-eator
theinteractionsn anaturalmannerWe camecloseto thatgoalthis year but to be smoothit must
be intgrated with a more generic speech interaction system.

On the naigation front, coerage of the serving area has only been aetiey Mario, mostly
because he mer stopped to talk. Combining Marsoability to mee in a cravd with a more
effective Santino will be dffcult, because at some point the robot has te ta& initiatve and
move on.

Finally, the multi-robot system pved to be both entertaining and successful at solving the task.
Future competitions should encourage multiple robot interactiomtgams attempted it this

year They will have to dealwith thefactthatit is difficult for therobotsto getto oneanotheybut

it should be possible.

In the USR task, the challenge is clédre autonomous entriesvased only a small amount of
thetestareamostlybecausef limitationsin their ability to senseandinterprettherealitiesof the
situation. The tele-operated entoy the otherdid not gie much responsibility to the robots.



Building meaningful maps, correctly flagging important features or injured people, and simply
getting out of the test area within the time limit should be minimal goals for future entées. W
believe thetechniquegxist to accomplisithesegoals,but theirintegrationin asinglepackageas

yet to be done.
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