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Abstract

Music is categorized into subjective categories called genres. Humans have been the primary tool in
attributing genre-tags to songs. Using a machine to automate this classification process is a more complex
task. Machine learning excels at deciphering patterns from complex data. We aimed to apply machine
learning to the task of music genre tagging using eight summary features about each song, a growing neural
gas, and a neural network. We hypothesized that the growing neural gas would improve the classification
accuracy of the neural network by both reducing noise in the input data and at the same providing more
input data for the network to work with. Our dataset consisted of 200 totals songs, evenly distributed across
rap, reggae, classical, and country genres. Our results supported the hypothesis that the growing neural
gas would assist the neural network in this task. Combining a song’s two closest model vectors from the
growing neural gas with a song’s feature information improved the training accuracy from 77 percent to 88
percent and the testing accuracy from 66 percent to 68 percent.
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1 Introduction

1.1 Background

Music is a universal language and symbol that we
create,understand, and enjoy–alone and in groups.
It comes in nearly infinite forms–alternatively called
genres. There are universal features of music that all
forms have, regardless of their rhythm, form, scoring
or timbre. Thus we can abstract a song into a series
of values and it becomes a data point that can be an-
alyzed.

We postulate that we can determine the genre–
musical category–of a song using these features. The
high dimensionality of the data representing a song
makes this a complicated task. Machine learning,
specifically neural networks, specialize in decipher-
ing patterns from complex datasets thus we thought
that using machine learning to try to learn how to
distinguish between different genres of music could
be effective.

Typically, applying a genre-tag to a piece of music
has been a human task. As genres are a human ab-
straction, it is relatively easy for us to listen to a piece
of music and report what category it belongs to. It is
much more difficult for a machine as the entire hu-
man listening experience is simply represented by a
vector of features about the song.

1.2 Related Work on Music-Genre Classifi-
cation

Classifiying musical genres is a subjective taks.
Robert O. Gjerdingen and David Perrott discovered
that participants correctly matched the genre of a
song 70 percent of the time after hearing the song
for 3 seconds.[6] These results indicate that although
there may be a general agreement of what types
of genre categories exist, the boundaries separating
those genre categories are blurry and unique to each

individual.
Although humans clearly show some measure of

success, we believe that machines can assume this
role with better accuracy and less effort by creating
a feature model of each genre based on certain at-
tributes of each song.

Using Gaussian mixture models and diagonal co-
variance matrices, George Tzanetakis and Perry
Cook achieved 61 percent classification accuracy
with ten genres.[5] The 3 features they used for
classification were timbrel texture, rhythmic content,
and pitch content.[5] Tzanetakis and Cook’s results
were comparable to those of human classification, al-
though not quite as good. We believe that we can
more accurately predict musical genres by explor-
ing a combination of two machine learning meth-
ods: Growing neural gas (GNG) and Artificial Neu-
ral Networks (NNet).[5]

2 Experiment

2.1 Data Collection

We heavily debated the source of our data for this
experiment. The primary focus was generating an
evenly distributed data-set of songs from several dif-
ferent musical genres. We chose to run the ex-
periment on four genres that logically would work
well with our system–more specifically genres with
distinct sounding music. For example if we chose
rock, alternative-rock, country, and pop as our four
genres– we predicted that the system would not work
as well because those four types of music are very
similar. Preliminary testing of our system with a
sample from each of these genres confirmed this. To
try to maximize the effectiveness of the system, we
chose the following four genres: classical, country,
rap, and reggae. These genres then had to be used
to create an unbiased (no human interference) , well
distributed (good representation of the genre) sam-
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ple of songs from each genre. To do this we used
LastFM.

LastFM is an online music streaming service
where a user makes an account and then can listen to
many different stations based upon categories such
as genre, artist, year, special events, and many oth-
ers. Conveniently, they have stations for each genre-
tag such as Classical-tag radio, Rap-tag radio, etc.[2]
Using the LastFM developer API we were able to ex-
tract all the tracks that a certain user has listened to.
Thus we created accounts for each of the four genres,
listened to those stations to accumulate songs from
that genre, and then pulled the list of artist song pairs
as our dataset.

We used Echonest to retrieve the feature informa-
tion about each song. Echonest is an online music
library containing 30 million song from 1.5 million
artists.[1] Additionally, it has a developer API that
allows to both search for a song and retrieve impor-
tant feature data for it. This data comes in the form
of an audio summary object. For each song in the
dataset, an audio summary object (see Table 1) was
retrieved from Echonest..

2.2 Built-in Echonest Functions and Fea-
ture Normalization

Five of the eight song features we are using in clas-
sification are raw values taken directly from the song
that we then normalize between 0-1. For example to
normalize the time signature, the possibilities ranged
between 0-7 so we took the time signature of the
song and divided it by 7.

Loudness, danceability, and energy are values cre-
ated by our music database, Echonest. While they
do not release the exact formulas, they do give a top-
level description of these song attributes. Loudness
is a combination of decibels and beat strength. En-
ergy is a combination of loudness and segment du-
rations. Danceability is a synthesis of beat-strength,

Feature Name Value
Info Song

Time Signiature 0 - 1
Energy 0 - 1
Tempo 0 - 1
Mode 0 - 1
Key 0 - 1

Duration 0 - 1
Loudness 0 - 1

Danceability 0 - 1

Table 1: Song Feature Vector: gathered from Echonest
audio summary.

tempo stability, and overall temp. The inclusion of
these features in our project was controversial, how-
ever, the consensus was as long as the formula re-
mained consisten across all songs, they would add to
the richness of the data-set.[7]

2.3 Machine Learning Techniques

Growing neural gas and neural networks have been
successfully implemented together in previous ex-
periments suggesting that they perform complemen-
tary tasks. For instance, Category-Based Intrin-
sic Motivation, a system invented by Meeden et
al. in 2009, uses a growing neural gas to perform
categorization and specialized neural networks for
prediction.[3] We combine the two different meth-
ods for this task in the hope that the GNG can help
the Neural network categorize the dataset.

2.4 Growing Neural Gas

A Growing neural gas is a specialized form of a ma-
chine learning structure known as a self organizing
map. It takes inputs in the form of a set of feature
vectors of any dimensionality and starts with two ini-
tial random vectors of the same dimension. It then
iterates through the input vectors, adding each to the
graph structure and computing the distance between
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the vector being added and the existing nodes.[4]
Depending on the type of GNG, the graph will ei-

ther add a new node if the error surpasses a certain
threshold or after a certain number of steps. We used
an equilibrium GNG which bases node addition on
error. The algorithm aims to map data into clusters
based upon the distance between the feature vectors
and thus we thought it would be an appropriate tool
to use in this experiment.

The purpose of the GNG in the scope of our ex-
periment is to reduce the complexity of the music
space for the neural network by abstracting some of
the more important features into model vectors as-
sociated with each genre of music. Furthermore a
growing neural gas allows for a visualization of our
music space and can show us features are important
to classifying genre. It can also tell us how close
a song is to a specific model vector (genre) in the
GNG.

2.5 Neural Networks

Neural networks are an important tool in machine
learning and have been used to perform a wide vari-
ety of tasks. The two main components of training
a neural network are feed-forward computation of
activations and the back-propagation of error.

A simple neural network’s architecture is defined
by the user and connections between nodes are
acyclic. The user sets each input node’s activation,
and then for each non-input node it computes its
own activation by computing the weighted sum of
the incoming activations from the preceding nodes
it is connected to and then passing that weighted
sum into a function whose bounds are zero and one
(hyperbolic tangent is a commonly used activation
function).

Gradient descent is then used to compute the
error of each node (along with each weight), which
then allows for the weights to be adjusted by small

amounts in order to better produce the desired output
for each input. The desired output for each input is
needed in order to compute the error of each output
node, after which each preceding node can use its
successor’s error.

Once the neural network has been trained, it is
tested by performing feed-forward computation of
activations and then comparing its output to the
desired output.

2.6 System Description

Initially our system requires t number of total songs,
g genres, and s songs for each genre where s = t/g.
We then construct song vectors using each song‘s
n attributes by stacking each of the n values in a
specific order into a single vector which is the songs
feature vector. All the song-attributes are normalized
between 0-1 as required by the GNG.

Each song‘s feature vector is then used as an input
to the GNG which runs for t steps to categorize the
dataset.

A map of the song space is then created using
the nodes from the GNG (model song-vectors)
and the songs. The first and second closest model
song-vectors are computed and stored for each song
along with a confidence value that measures how
close a song is to its closest model vector (one being
close and zero far away).

At this point, we have a collection of songs
along with their respective model song-vectors and
confidence values. This information is then used
to train a neural network using each song’s data as
inputs and the human-tagged genre for the target
outputs. Once the neural network is done training, it
is tested on songs not included in the training set.

Our system combines a GNG’s ability to catego-
rize the song-space along with a neural networks
ability to be trained to classify user-defined cat-
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egories. The former allows for songs to first be
categorized in terms of their attributes, thus creating
a map of the song-space. The information gathered
from the self-organized map can then be used to train
a neural network to classify user-defined genres.
Through training, the machine genres created using
the GNG, can be mapped to human genres, meaning
our system is able to categorize a song by genre
given its intrinsic attributes.

2.7 Neural Network Training

After compiling the feature vectors for each of the
songs, we used them as inputs to our GNG and
training data for our neural networkss. The GNG
provided us with the following information about
each of the songs: the song vector, the first and the
second closest model vectors, and the confidence
values for those mappings. With this information
we decided to train our neural networks on seven
different sets.

1. song attributes (8 inputs) 2. model vector (8
inputs) 3. model vector and song (16 inputs) 4.
model vector and song and confidence value (17
inputs) 5. 1st and 2nd model vectors (16 inputs) 6.
1st and 2nd model vectors and song (24 inputs) 7.
1st and 2nd model vectors and song and confidence
value (25 inputs).

2.8 Data-Visualization

The GNG was visualized by creating a graph object
out of the GNG using a python library Networkx.[8]
Then using another python library, matplotlib, we
were able to create visual map of the music space
as seen in Figures 1 and 2. We used matplotlib to
visualize the results of the neural network as well.[9]

Genre Country Classical Rap Reggae Total
Num Songs 50 50 50 50 200

Table 2: Complete data-set for GNG and Neural Net-
works

3 Results

3.1 Growing Neural Gas Results

The GNG performs slightly differently on each run
as the feature vectors are passed in in a random or-
der but the results were always similar in nature. As
the chart shows, there were 12 model vectors created
by the GNG and this was a consistent trend. Table
3 records the distribution of songs to model vectors.
We can see a good distribution of genres: 3 reggae,
2 rap, 3 country, and 4 classical.

In many of our trials as we can see from the vi-
sualization of the GNG, we had an even distribution
of genres. This spread of categorization is signifi-
cant because if we had four genres in our dataset we
ideally would get four model vectors, one for each
genre. Our dataset is too large to alter the GNG pa-
rameters such that there would only be four model
vectors thus having an even distribution of genre-
model vectors shows that the GNG is successfully
categorizing the dataset. Figure 1 indicates the suc-
cess of the GNG in this task. We can see that gen-
erally each model represents a pretty uniform color
distribution illustrating accuracy within this task.

3.2 Similar Genres More Likely to be Con-
flated by GNG

As shown by Figure 1 and Table 3, similar genres are
more likely to be conflated with one another by the
GNG. Specifically if we look at the rap and reggae
nodes (green and red respectively) we can see that
there is a splattering of red nodes connected to the
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Figure 1: The GNG colored by genre. There is one color
per genre. Each large node represents a model
vector and each small node connected to the
larger node by an edge represents a song that
mapped to that vector

green models and similarly more teal country songs
mapped to the yellow classical models.

This result is intuitive to the system. If the GNG
is using a distance measure between vectors, then
songs with similar feature vectors will map close to
each other. Consequently rap and reggae, which one
could subjectively argue are more similar to each
other than rap and classical, are shown to be more
similar (by the GNG) in the context of our feature
vectors. The next section describes in more detail
how certain elements of the feature vector are partic-
ular and distinct for the different genres.

3.3 Feature-Attribute Highlighting

In addition to coloring by genre, we were able to
color our visualization of the GNG based on specific
song elements (the specific features inside the songs
feature vector.) For example, a glance at the GNG

Model Country Classical Rap Reggae Top
1 4 9 1 0 Classical
2 3 1 10 12 Reggae
3 0 0 4 6 Reggae
4 3 2 2 2 Country
5 11 1 0 2 Country
6 0 9 0 0 Classical
7 5 0 12 12 Rap
8 0 0 5 4 Rap
9 2 3 2 0 Classical
10 6 9 0 0 Classical
11 15 1 2 1 Country
12 1 0 6 9 Reggae

Table 3: Genre distribution for GNG Model Vectors
where top is the genre with the highest count of
songs mapped to the particular model.

colored on danceability tells us a lot about what the
danceability value of each song means to its genre
classification.

In Figure 1 we can notice how the classical model
vectors (as indicated by the label) tend to take on a
blue/teal color scheme while country hovers between
green and orange and then the rap and reggae model
vectors appear vastly orange and red. This illustrates
that there is a distinct difference in the danceabil-
ity of rap/reggae and classical songs and furthermore
that danceability is important to the GNGs catego-
rization of genre.

The reverse holds true about elements of the fea-
ture vector not as significant to classification. Notice
the homogeneous appearance of the GNG colored by
duration. A consistent navy-blue tint demonstrates
the duration had very little if any impact on the map-
ping of songs to model vectors.

3.4 Song and Genre Mappings

As well as assisting the neural net in its classifica-
tion of music, we can use the model vectors to create
visualizations, much like music landscapes, for each
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Figure 2: The GNG resulting from above data-set col-
ored by danceability. The difference between
danceability for different genres is clear.

Figure 3: The GNG looks homogeneous when colored
by duration.

Figure 4: GNG model vectors on one graph

genre. We created a visual representation that cor-
responded to the values of each GNG model vector.
The x-axis is labeled by the eight attributes of the
feature vectors. Figure 4 shows a map of each of
the four genres and their respective model vectors on
top of each other. This can be seen as a landscape of
our music space and illustrates the similarities and
differences between genres. With these graphs we
can see that the model vectors all share some simi-
larities within their genre. Figure 5 shows a rap song
What Up Gangsta mapped to and the rap-model vec-
tor to which that song maps to. With these graphs,
we can see that the model vector is a good represen-
tative of the song mapped to it.

3.5 Neural Network Results

Our results from the neural network training are pre-
sented in Table 4 and Figure 6. The networks with
the highest training accuracy rates were those that
used the song vector and the two closest model vec-
tors as inputs. Both these networks outperformed the
control (just the song vectors) in terms of training ac-
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Figure 5: A rap song mapped to its genre model vector.

curacy, but only the network trained without the con-
fidence value also outperformed the control in terms
of testing accuracy (Table 5.) As demonstrated by
Figure 6, the learning rate initially increases very
quickly for the first 200 epochs but then the rate
grows at a balanced rate for the last 1200 epochs.
This is a generally common result in neural net train-
ing

From our experiment we can see that the confi-
dence value, although helpful in some cases, ended
up hindering training when in conjunction with the
song and two model vectors. In terms of testing, the
network trained using the confidence value always
performed worse than its counterpart. Although the
differences in testing accuracy are small for the top
networks, the disparity in training accuracy is much
larger and should not be ignored.

The results from training suggest that the neural
network is better able to learn the training set when
given information about the song’s relationship to
the GNG. These results agree with our hypothesis
that a GNG would aid a neural network in catego-
rizing songs by genre using only the song’s intrinsic
attributes. We found it surprising that the confidence
value did not aid in the training of the best neural
networks.

Figure 6: The training value of each Neural Networks
configuration shown mapped against epoch

Inputs Hidden nodes correct %
S 8 71

1MV 8 30
1MV+S 8 68

1MV+S+C 8 74
2MV 8 35

2MV+S 8 86
2MV+S+C 8 78

S 10 70
2MV+S 10 85

2MV+S+C 10 81
S 12 74

2MV+S 12 88
2MV+S+C 12 83

S 15 79
2MV+S 15 85

2MV+S+C 15 85
S 20 77

2MV+S 20 88
2MV+S+C 20 85

Table 4: Neural Networks Training Results: S = song,
MV = closest model vector, 2MV = closest and
2nd closet model vectors C = confidence value
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Inputs Hidden nodes % correct
S 8 61

MV 8 21
Mv+S 8 54

MV+S+C 8 51
2MV 8 28

2MV+S 8 68
2MV+S+C 8 58

S 10 64
2MV+S 10 67

2MV+S+C 10 60
S 12 66

2MV+S 12 70
2MV+S+C 12 60

S 15 65
2MV+S 15 67

2MV+S+C 15 61
S 20 66

2MV+S 20 68
2MV+S+C 20 61

Table 5: Neural Networks Testing Results: Vectors are
labeled as in Figure 4

One hypothesis is that our hidden layer contained
too few nodes, and so by increasing the number of
hidden nodes, performance of the networks that in-
cluded the confidence value would increase as well.
To test this hypothesis, we reran the experiment us-
ing ten, twelve, and then fifteen hidden nodes. See
Table 4 and Table 5. The results from training
and testing with more hidden nodes indicate that al-
though the training accuracy rates for the 2MV+S+C
converge to 2MV+S levels, the test accuracy is con-
sistently higher when the confidence value is not
included as an input. Furthermore, networks that
only included the song feature vectors as inputs
never surpassed the other two networks in terms of
training accuracy, but when tested with new songs,
2MV+S+C (which never went above 61% accuracy
in the testing phase) was the worst. Overall the best
networks (in terms of training and testing) were the
ones with 2MV+S as inputs.

4 Discussion

4.1 GNG Illustrates Limited Feature Vector

The feature vector consisted of as much informa-
tion about the song as we could consistently provide.
What this means is that for any feature in the feature
vector, we had to have a value for that feature for any
song. For this experiment our feature vector was re-
stricted to the Echonest audio summary of a song.[1]
Out of the eight components we had for each song,
time signature, energy, tempo, mode, key, duration,
loudness, danceability, we were unsure how many
would actually contribute to the categorization pro-
cess.

For example let us look at Figure 3. It displays the
GNG with each node colored by its duration value.
Nearly all of nodes are of a mid-ranged blue hue
indicating that they have very similar duration val-
ues. The contrast between this graph and Figure 2,
the GNG colored by danceability, is striking. Each
genre has a distinct ’color’ of danceability in com-
parison to a universal value.

When the color distribution of a graph looks ho-
mogeneous, it demonstrates that feature is not hav-
ing much influence in the GNG’s categorization of
the song. A more sophisticated way to directly de-
termine influence would have been a principle com-
ponents analysis (PCA) , however the Networkx[8]
used a built in PCA to visualize the graph. Conse-
quently, the color distribution provides a good idea
of which feature is important. Table 6 shows each of
the features with a subjective influence rating. The
rating is based upon how important the feature ap-
pears to be to the GNG.

We concluded that five of the features were were
most important to the GNG–those with strong and
medium influence values in Table 6. This reduces
the ability of the system compared to a system where
all eight features were strong indicators of cate-
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Feature Influence
danceability strong

energy strong
loudness medium

tempo medium
time sig medium
mode weak

duration weak

Table 6: Feature Influence on System

gory. Gathering more information about each song
could be a future extension of this project (see future
work).

4.2 Limited Song Features Indicate Strong
System

Neural networks and growing neural gases both
excel at extracting patterns from highly complex
datasets. Our results showed that generally the larger
the input layer to the neural net, the better it per-
formed. If we exclude the features that appear to not
assist the machine learning in categorization, our in-
put layer is relatively small.

We take this as a sign that the core principle be-
hind the system is very strong and that by introduc-
ing more detailed information about the song, we
could dramatically improve the prediction accuracy
of the network. An alternate to getting a more de-
tailed dataset would be to run the system with the
current data and only provide the features that seem
influential. While this might shrink the complexity
of the input space, it could remove any convoluted
effects that the less influential song features have on
the categorization process.

4.3 Neural Net

Networks trained using the information from the
GNG were able to achieve higher levels of training
accuracy. We believe that the additional informa-
tion abstracted from the GNG provides more context
to the songs being trained, but is only useful when
given in conjunction with the song feature vectors
themselves.

Testing accuracy was only slightly better for the
best network two model vectors and song vectors
compared to the second best S. The confidence value
seemed to hinder testing accuracy, suggesting it is
a misleading attribute, and should not be used in
classification of genre. However, by looking at the
data we can clearly see that euclidean distance to a
node has little correlation with the genre, and instead
the direction of the song relative to the model vector
might have been the more useful.

Our results from training these neural networks
suggest that a song map with model vectors gener-
ated using a GNG can be used to increase the accu-
racy of genre classification. This suggests that there
exists some quantifiable relationship between the lo-
cation of a song in the song-space and its genre. Al-
though the difference in testing accuracy between the
network trained on 2MV+S and the one using just
songs was small, the difference in training accuracy
makes it clear that the GNG is providing relevant in-
formation to the network.

5 Future Work

5.1 NEAT

Neuro Evolution of Augmenting Topologies (NEAT)
is a modification of a neural net that has a dynamic
hidden layer. More specifically the system only in-
troduces nodes to the hidden layer when they are
needed. NEAT has relevance to our project in the
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sense that we used a static hidden layer that was de-
termined by a human programmer.

A future extension of this music classification task
would be to modify our neural network to use NEAT.
A dynamic hidden layer would be extremely use-
ful to the system. Our system is designed to work
with any sized set and having the programmer mod-
ify the size of the hidden layer based upon the size of
the dataset is far from optimal. A dynamic network
topology would allow for varying sets with different
amount of songs and any number of music genres.

5.2 More Detailed Song Information

We mentioned that more detailed song information
could dramatically improve the performance of our
system. There are several different paths we could
take to acquire more information. Many music pars-
ing packages include detailed segmented analysis of
a song. Currently the audio summary we are using
provides data that describes the song as a whole. A
summary of segment of the song would be signifi-
cantly more detailed and could help our system.

5.3 More Songs and Genres

Similarly to how more detailed feature data could
help improve the accuracy of the system, simply us-
ing more songs could too. We chose to used 200
total songs and four genres because that was the
most data we could collect with the time and re-
sources we have. We do have code in place, how-
ever, to get every audio summaries for every single
song any artists has created and are hoping to make
a much larger (thousands of songs) dataset using this
method. With this method of retrieving songs, we
could also quickly create datasets for many other
genres and see how our system scales to this in-
creased input size.
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