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Abstract

HE AMOUNT OF DATA AVAILABLE to a mobile robot controller is staggering. This

T thesis investigates how extensive continuous-valued data streams of noisy sensor
and actuator activations can be stored, recalled, and processed by robots equipped with
only limited memory buffers. We address three robot memorisation problems, namely
Route Learning (store a route), Novelty Detection (detect changes along a route) and the
Lost Robot Problem (find best match along a route or routes). A robot learning prob-
lem called the Road-Sign Problem is also addressed. It involves a long-term delayed
response task where temporal credit assignment is needed. The limited memory buffer
entails that there is a trade-off between memorisation and learning. A traditional overall
data compression could be used for memorisation, but the compressed representations
are not always suitable for subsequent learning. We present a novel unsupervised on-line
data reduction technique which focuses on change detection rather than overall data com-
pression. It produces reduced sensory flows which are suitable for storage in the memory
buffer while preserving underrepresented inputs. Such inputs can be essential when using
temporal credit assignment for learning a task. The usefulness of the technique is eval-
uated through a number of experiments on the identified robot problems. Results show
that a learning ability can be introduced while at the same time maintaining memorisation
capabilities. The essentially symbolic representation, resulting from the unsupervised on-
line reduction could in the extension also help bridge the gap between the raw sensory

flows and the symbolic structures useful in prediction and communication.
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Chapter 1

| ntroduction

HE AMOUNT OF DATA available to a mobile robot controller is staggering. Sen-

T sors like high resolution video cameras, touch sensors, distance sensors, micro-
phones, and an array of proprioceptive sensors provide a steady stream of data, quickly
amassing into megabytes upon megabytes if stored directly. We here investigate how ex-
tensive streams of such data can be stored, recalled and processed at later stages in time,
i.e. how different kinds of memory-related tasks can be handled in a mobile robotics
context. We address four different memory-related mobile robot problems, the first three
relating closely to memorisation, and the fourth to learning:

Route Learning. In the mobile robotics domain, Route Learning (Tani 1996, Owen
& Nehmzow 1996) involves storing information about a travelled path, e.g., through a
vast warehouse or maze. If called upon, the robot should be abéptoducethe path
from memory, by consulting its stored representation thereof. The stored route can also
be used in reverse for return navigation (Matsumoto, lkeda, Inaba & Inoue 1999), i.e.
for travelling from the current location back to the start location. Route Learning can be
considered as a memorisation problem, where an entire data streagpisode—has to
be stored and then reproduced entirely from memory. If the reproduced data stream is
accurate, it might even be possible to create a map of the travelled route, from memory.

Novelty Detection. Once the system has a memorisation ability, it coulatch



its memorised data stream against the currently arriving data points to detect novel se-
guences. That is, a stored data stream+eterence episodecould be compared with

the current stream of data, and any deviations not attributable simply to noise or ‘normal
variation’ could be detected and signalled. Detected mismatches correspond to changes
in the environment or the manner in which the robot interacts with the environment, e.g.,
damage to some of the sensors or actuators. The mobile robotics problem we investigate
is a patrolling guard robot which travels along a route, matching its inputs against a stored
reference episode of how it ‘ought’ to look. Thereby the robot will be able to detect alter-
ations and novel configurations in the environment, see Nolfi & Tani (1999) and Marsland,
Nehmzow & Shapiro (2000). Detecting minute changes in positioning of objects along
the route requires an accurate stored representation, as shown in the following.

The Lost Robot Problem. Once the robot has a matching capability, and the ability
to maintain several reference episodes in memory, it should be able to correctly identify
which (if any) of these previous episodes which corresponds to the current situation. By
continually matching the current stream of data with these stored episodes, the robot can
identify re-occurrences of previously encountered situations as well as detect novel ones.
Our mobile robot task involves the correct identification of episodes corresponding to
travelling in different rooms all sharing the same general set of features. We also look at
a variant of the Lost Robot Problem (Nehmzow 2000), which adds the detection of not
previously encountered rooms.

The Road Sign Problem. Most difficult of the four memory-related problems we deal
with, is the apportionment of received reinforcement to the data points. This is required
for learning temporal relationshipbetween inputs, outputs, and feedback at different
points in time. In realistic scenarios, reinforcement is not given each and every time-step,
but only upon the completion of a task or a subtask (reward), or when some undesired
behaviour is exhibited (punishment). That is, we have a delayed reinforcement signal
through which we should find relevant indicators in the previous data, i.e. deduce the
‘cause’ for eventually receiving a certain reinforcement. We address a delayed response

task called the Road Sign Problem (Rylatt & Czarnecki 2000), involving a mobile robot
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which has to find the relationship between the correct turning direction at a junction and
different road signs that the robot passed at some earlier point. The task is to assign, at
some point later in time, appropriate credit to the data points received when passing the
road signs since they carry useful information for a later decision. The longer the delay
period is made between passing the road sign and eventually getting to the junction, the

more data points accumulate in between, making the problem more and more difficult.

1.1 Shared Problem Characteristics

All of these four robot problems relate to data being stored, recalled, and processed in
memory. A problem withstoring a data stream as it is, i.e. sample by sample, is that

it would require an absolutely immense memory buffer for anything beyond a couple
of seconds worth of data. Storing several different episodes in a raw format is thereby
infeasible, especially when we have high-dimensional data and a reasonably fast sam-
pling rate. Even if we were able to store several episodes in raw formatptbeassing

this data, e.g., matching against one or several of such raw data streams for identify-
ing re-occurrences of episodes, would be very computationally demanding and difficult
to achieve in real-time. It would be increasingly difficult if we also were to allow for
variations in for example timing, due to noise and wheel slippage. When it comes to
incorporating a learning ability, we have another problem relating to storage and process-
ing, namely that otemporal credit assignment_earning relationships involving time
spans of more than a couple of seconds will mean propagating back reinforcements over
thousands and thousands of intermediate raw data points. The problem with this temporal
credit assignment is that the credit assignment algorithms assume that more recent data
points are more relevant for the outcome, i.e. the heuristiea#ncyfor eligibility traces

in reinforcement learning, see Singh & Sutton (1996). Most of the reinforcement signals
are thus, by design, distributed amongst a limited set of data points (the most recent ones).
In for example gradient descent learning, this also happens more or less involuntary due to

the tradeoff between gradient descent and the latching of information, as has been shown
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by Bengio, Simard & Frasconi (1994). This adversely affects the learning of long term
dependencies involving many data points, as much earlier data points are not considered
important and subsequently receive less—if any—of their possibly quite well-deserved

credit. In sum, the problem is that there simplyas much data

1.2 A General Solution

Just focusing on the issues of storage and processing, it seems like somecearpods-

sion or data reduction mechanism is what we need, as storing each and every raw data
point is intractable. By reducing the amount of data, we should be able to store more
and longer episodes, and reduce the amount of processing due to the smaller data sets.
This is in fact the approach taken by some of the existing attempts at dealing with Route
Learning (Tani 1996), Novelty Detection (Nolfi & Tani 1999), and the Lost Robot Prob-
lem (Nehmzow 2000). In all, what remains after the reduction should be as accurate an
over-all depiction of the original data as possible, so that we can rely on it for reference.
For memorisation, the question is how data reduction should be performed, keeping the

following restrictions in mind:

e We cannot store all previous data for reference, but rather need to process and re-
duce iton-line Generally, several passes through the same data will not be possible

for the data reducer as the data cannot all be stored for future processing.

e The distribution of the data can change—possibly quite drastically—as new inter-
actions are initiated, or new environments are encountered. Thatis, the data reducer

should accommodate foron-stationarynput distributions.

e The data comes from samplimwpisy analogue sensors. There will be transient
errors or jumps in the input signal, which should not hamper the functioning of the

data reducer to any serious extent.

The temporal credit assignment can also benefit greatly from a reduction of the amount

of data. An example of this has been shown by Schmidhuber (1991; 1992), in a process
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called *history compression’. There, blocks of symbols were ‘chunked’ together based on
their predictability, thereby reducing the amount of data to a set of such chunks instead of
individual data points. Learning the sequence of chunks was much simpler than learning
the sequence of actual data points. We are here dealing with noisy continuous-valued
data, and will therefore not be able to keapof the information through the reduction
process. Thatis, we will have to ddassyreduction, or we would have to settle for a very
insignificant reduction factor, maintaining each and every minor sensor fluctuation. The
less we reduce the data, the smaller the gain for the learning process, as temporal credit
assignment becomes harder. The more we reduce the data, on the other hand, the easier
it gets to reach and apportion credit to very old data, but the greater the risk of removing
any information-carrying data, i.e. relevant indicators. The point here is that there is a
trade-off between how much information remains about individual data points after the
reduction (overall memorisation accuracy), and getting something small and well-suited
for temporal credit assignment. Taking the temporal credit assignment into account, the

data reducer must also accommodate for the following:

e Learning is to be performed on the remaining data, i.e. important indicators for later
reinforcement must not be removed in this process. The problem is that indicators
can be quite underrepresented compared to other—irrelevant—types of input, but

should still remain after the data reduction.

e Things (inputs) which at first seem irrelevant may suddenly become the target for
learning. That is, the relevance of different inputs may change, or become apparent

only at later stages during operation.

Unfortunately, we have something which resembles a chicken-and-egg problem: We
want to find out what parts of the data (sensory patterns) that are relevant for the robot,
in terms of helping it deal with tasks involving long-term relationships. We should be
able to more appropriately assign credit for the long-term dependencies after the data
reduction. But, how do we know that the relevant—information carrying—data points

remain to receive their well-deserved credit? Maybe only useless data points remain, all
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the information-carrying ones having been discarded in the reduction process. After all,
we could not appropriately assign credit to all the data points we had before the reduction.
How should we know what to keep and what to throw away when doing our reduction?
Thatis, how could we remove onilyelevantdata, when we do not know where the useful
information is contained? This is, after all, what we will find aiter the reduction. The
reduction process is therefore not as straight-forward as it might seem at first. The solution
to having too much data we investigate here does nonetheless lay in incorporating some

sort of on-line lossy compressor or data reducer.

1.3 TheContribution

This thesis shows why reduction based only on general lossy compression is a bad idea
if learning is also to take place. More specifically, lossy compressors do their work by
minimising an overall reproduction error, which in turn means that underrepresented in-
puts may be lost. Regrettably, these are often the types of data points which are essential
for learning, like the odd light signal or bell ringing. When we want to do learning on
compressed or reduced data, we must take special care when doing this compression. Is
actuallycompressiorhe best way of thinking about that we want to do?

We propose an alternative way of addressing the problem, which is not based on
compression but rather on a different paradigm. We design, implement, and test our ideas
against existing systems for handling the memorisation and learning tasks. Specifically,
we show how Route Learning and simple map building, Novelty Detection, the Lost
Robot Problem of being in one of several perceptually aliased rooms, and the learning of
delayed response tasks like the Road Sign Problem, benefit from this approach.

In order to perform the Road Sign Problem, and other delayed response tasks, the
robot needs the ability to affect its own behaviour, i.e. produce different typespdnses
when necessary. The goal of learning is then to produce the appropriate response at the
correct points in time, depending on what is stored in the reduced representation of the

past, i.e. based on a ‘contextual’ representation of quite extensive time intervals. We
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carefully go through the different design choices and opportunities of forming such a
control loop, reviewing ideas from existing (mostly hybrid) control systems. We build a
simple layered system which lets the robot produce context-based outputs in real-time,
depending on both its current input and on the reduced representation of the past.

In sum, what we present in this thesis is a technique for reducing a time-stepped
stream of data points into a sparser asynchronous stream of re-mapped data points, suit-
able for memory storage and learning. The system more-or-less automatically extracts
notifications about potentially relevant changes in the input signal, and learns to produce
accurate responses to these changes. In the end, we get a system which is able to learn
memory based tasks, like delayed response tasksanbitrarily long delay periods, due
to this on-line data reduction. The essentially ‘symbolic’ representations that remain after
the reduction could in the extension also help bridge the gap to more high-level robot

tasks like prediction and communication.

Thesis Organisation

In Chapter 2, we review existing work on the memorisation aspects in Route Learn-
ing, Novelty Detection, and the Lost Robot Problem. We focus especially on techniques
which make use of the temporal structures in the data stream, rather than spatial—map-
building—approaches. This is because we want a system which can also handle the learn-
ing of temporal relationships.

Many of the existing data reducers have problems with underrepresented data vanish-
ing in the reduction. In Chapter 3, we look at the relationship between data reduction and
compression, and the inappropriateness of a compression-based reduction if we want to
do learning on what remains. Instead of compression, we propose that data reduction is
based on change detection. What remains after such a change-detection based reduction is
a series of notifications about changes in the data stream. We note that these notifications
could be considered as a sortadents The appropriateness of doing this interpretation is

considered, and a discussion is made on the source of events, and what they are supposed
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to represent. We conclude that, indeed, this may actually be a useful abstraction. A gen-
eral framework for data reduction based on change detection, or simply ‘event extraction’,
is then introduced.

Having defined the desired properties of a learning-enabled data reducer, we in Chap-
ter 4 review techniques which are candidates for actually implementing this. None of the
techniques have all the desired properties—although a couple come pretty close—and we
therefore set out to construct a novel technique, by adding a couple of previously miss-
ing pieces from the area of change detection. This novel technique is based on adaptive
resource-allocating vector quantisation, or ARAVQ, for short. We describe the founda-
tions of the ARAVQ, define how it operates, and then present two simple illustrative
examples.

Chapter 5 then describes the series of memorisation simulations and experiments,
carried out using our data reducer. We show how Route Learning data streams can be
compacted into ‘reduced sensory flows’ where details are captured to such a striking
degree that we even can reconstruct a crude map of the entire route, just from memory.
In Novelty Detection, the reduction lets us store detailed reference representations of
how the data stream is ‘supposed’ to look. Thereby we can detect changes as well as
novel input patterns. Having the capacity to extract these reduced sensory flows, on-line,
and store them in memory, lets the system localise in several different environments—all
without any unique landmarks—as well as detect when placed in a novel environment, in
the Lost Robot Problem.

In Chapter 6 we then turn to the learning problem. We describe the delayed response
task called the Road Sign Problem, and review existing approaches for dealing with this
problem. As the task involves the robot performing a series of actions, we show how a
control loop can be formed in a system with a data reducer. Different interaction schemes,
communication channels and data formats are discussed, and we present a design for
simple layered systems where learning can take place on the reduced data.

There are many ways in which feedback for learning can be given, and in Chapter 7,

we present three different learners, based on different schemes. The first learner is based
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on simple—but pretty unrealistic—supervised learning, and the second on a more re-
alistic delayed reinforcement scheme. A third learner is also presented which besides
learning the delayed response task, also forms a set of behaviours on its own, through a
massive trial-and-error process. We conclude that delayed response tasks with arbitrarily
long delayed periods are now trivial to learn. An extension to the Road Sign Problem is
also introduced, where distractions occurring during the delay make the problem more
difficult, effectively putting our data reducing system in the same situation as a standard
system on the original Road Sign Problem.

In Chapter 8, we sum up our findings and discuss the use of data reduction in a broader
context. Being able to reduce and store several long sequences or ‘episodes’ of interaction
should help the robot recognise re-occurrences and use these as a source for prediction
and generalisation. Steps can then be taken to abort an interaction, if it matches an episode
previously leading to negative reinforcement. Episodes can perhaps even be communi-
cated between agents; through the reduction we namely get something resembling sym-
bolic representations. We discuss the issues involved in scaling up our system to larger
and heterogeneous sensory arrays. Finally, we discuss the possibilities of applying our
findings in other domains where it could help bridge the gap between the continuous and

the symbolic.



Chapter 2

Background

E HERE REVIEWeXisting solutions to the memory-related tasks of Route Learn-

U » ing, Novelty Detection, and the Lost Robot Problem. The fourth problem, the
learning task called the Road Sign Problem, is deferred until later chapters, where learn-
ing is discussed in a data reduction context. The actual applied data reduction techniques

that are referred to in this chapter are discussed in more detail in the following chapters.

2.1 RoutelLearning

Route Learning involves the memorisation or learning of a travelled route or path. Testing
whether a system has managed this typically involves being able to follow the route or
otherwise describe or account for it at some later stage. The presented approaches all
include some sort of data reduction mechanism in order to accomplish this.

In Tani (1996), the distance/proximity sensory range profile was continuously scanned
for a direction containing no nearby obstacles. The robot continued by following this
maximum until a branching situation occurred along the route. At that time, an alternative
obstacle-free turning direction (local maximum) would appear, and the robot could either
choose to continue tracking its current maximum or turn in the branching direction. Only
binary branching choices were considered. An entire route could thus be thought of as

a series of binary decisions, and stored in its entirety as a binary sequence, depicting

10
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the chosen directions. The criteria for what to store as a route description, i.e. what
was relevant information in the data reduction, was thus hand-picked. This approach
would thereby not work in any other memorisation context, like Novelty Detection (see

next section), if any sort of changes or alterations along a route should be detectable.
In Matsumoto et al. (1999), these ideas were extended to a mobile robot equipped with
a high-resolution omnidirectional camera. It also detected junctions, but now based on
changes in optical flow, and stored these in a so called ‘Omni-View Sequence’. However,

the same problems remained as in Tani (1996).

CRORON NORORONG
O -@ O O
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OOS\% O O

Figure 2.1: The Self-Organising Map approach to Route Learning
used by Owen & Nehmzow (1996), which involved
keeping track of the sequence of unit activations. A 7x8
topology is depicted.

In Owen & Nehmzow (1996), a Self-Organising Map (SOM) was instead used to form
a reduced representation of the sensory inputs arriving when travelling along a route. At
each time-step, the SOM received the inputs and assigned it to one of its units, or ‘model
vectors’, in an unsupervised manner. This also involved a standard updating of this unit’'s
model vector, as well as a 2-dimensional topological neighbourhood of model vectors,
as described by Kohonen (1995). Thereby, clusters of input regions would soon appear
in the SOM. As indicated, the model vectors were arranged in a low-dimensional topo-

logical grid, and sequences of inputs would lead to sequences of unit activations in this
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grid, as depicted in Figure 2.1. While the sensor signals themselves could be quite high-
dimensional, the model vector topology was two-dimensional, and thus a data reduction
was achieved. A path in SOM unit activation space—corresponding to the stream of
sensory readings from travelling along a route in the environment—would require less
storage space than storing the actual sensory stream itself. As only a generalised (proto-
typical) representation of inputs was contained through the SOM unit activation trail, the
system would also get a slight generalisation capacity as to allow minor changes in indi-
vidual inputs, as long as the same units became active. The stored SOM trail would come
to contain a wide variety of inputs, and not just the branching points like in Tani (1996).
The experimenter now, however, had to preallocate an appropriate number of units for
the SOM. Further, these units would be allocated for common inputs, thereby causing

underrepresented inputs to be ignored; see Section 4.2 for a more thorough discussion on

this.
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Figure 2.2: The hierarchical Mixture of Recurrent Neural Network
Experts used by Tani & Nolfi (1998; 1999).

In Tani & Nolfi (1998), another unsupervised approach was used in order to learn or
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memorise an entire sensory-motor flow. This approach was based on detecting ‘mean-
ingful changes’ when perceiving a continuous faskhis was similar to the approach of
history compression in Schmidhuber (1991), i.e. the removal of ‘unimportant’ (in this
case predictable) inpitsThe idea was to extract a set of ‘concepts’ based on an exten-
sion of the Mixture of Experts (ME) architecture proposed in Jacobs, Jordan, Nowlan &
Hinton (1991). The extension involved having Recurrent Neural Networks (RNNSs) as
modules. These modules competada ME, in predicting the next input; the approach
was subsequently labelled a Mixture of RNN Experts (MRE). Through the competition,
each RNN module came to be an expert for a specific region of input space. That is, each
module could predict one or more segments of@sory-motor flow.e. the sequence of
distance and motor sensor activations. An overview of the MRE architecture is presented
in Figure 2.2. Each RNN module in the lower layer received the sensory-motor inputs in
each time-step, and each produced a prediction of the next input. A gating mechanism
weighted each module’s prediction as it combined them into a single combined predic-
tion. This weighting was based on a observation of the last predictions; modules which
had recently produced the best predictions were weighted most when producing the cur-
rent prediction. To avoid rapid changes in the weighting (gate states), a dampening term
was incorporated. Otherwise a rapid switching between modules could have resulted.
In each time-step, one of the modules was also tagged as the ‘winner’. A route would
then correspond to a sequence of expert winners, in a manner similar to that of Owen &
Nehmzow (1996). Thereby a form of data reduction had taken place.

The gate opening states were at intermediate points (every tenth time step) passed on
to a higher layer, which was structured in a similar manner as the lower layer, i.e. into
a set of RNN experts. The mobile robot was navigating a structured environment (Fig-

ure 2.3), while controlled by a simple obstacle-avoider. The environment consisted of

1A slightly revised and extended version of the 1998 paper can be found in Tani & Nolfi (1999). This
extended version is actually the basis for our following discussion.

2This was in Schmidhuber (1991; 1992) done based on a discrete set of symbols, i.e. the chunking
did not lead to any loss of information. In Schmidhuber, Mozer & Prelinger (1993) and, as discussed in
Nolfi & Tani (1999), similar approaches but for handling continuous-valued input and output values, were
suggested.
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door

Room B

Figure 2.3: The segmentation trail of one lap in Room A. Each
segment is tagged with the label of the experthfoughc)
which remained the winner throughout it. Adapted from
Tani & Nolfi (1999).

two different rooms, A and B, connected to each other via a door which could be either
completely open or closed. The input from some of the robot’s distance sensors were
sent into the system, which then learnt to predict them using its internal modules. In each
layer five experts were used, here labelletthroughe for the lower layer. Interestingly,

the lower-layer modules became experts at different segments which to an external ob-
server actually corresponded to concepts like following a corridor, making a right turn
at a corner, and following a wall. This occurred without any external feedback, i.e. this
was the result of a completely unsupervised prote$he reason for this segmentation
was that situations like moving through a corridor entailed practically no changes to the

limited-range distance sensors or the motors, which would be kept at approximately the

3Except for the target for the prediction learning; by letting the system ‘lag one time-step behind’ the
actual value was, however, available in the input stream itself.
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same value throughout the corridor passage. The same held true for corners; navigat-
ing them entailed keeping a constant (different from corridor) motor setting, while the
distance sensors in front could—at least in the first half of the corner traversal—show ac-
tivation. None such activation would occur while the robot was in the straight corridors.
That is, the sensory-motor flow could be reduced into chunks of more-or-less constant
and repeating input patterns, for corridors, corners, etc.

The higher-layer modules were set to predict the gate opening (expert use) of the lower
layer. As different lower layer experts, or a different ordering of them, were employed in
the two rooms, it resulted in the higher layer modules becoming experts at routes from
different rooms. That is, some of the higher layer modules were only used for room A
while a different set was used for predicting what happened in room B. Again, no explicit
information was provided to the system that the environment actually could be consid-
ered as consisting of two different rooms. The system thus produced a sort of ‘symbolic
articulation’ of the sensor-motor flow. This articulation emerged bottom-up rather than
having been enforced by an external observer or trainer. The user was, however, forced
to manually specify the number of experts, instead of letting the system determine this
on its own as the robot negotiated the world. A fixed controller was used throughout the
experiments, i.e. no actions were based on the extracted concepts; no attempts at forming

a control loop were presented.

2.2 Novelty Detection

Novelty Detection involves the detection and signalling of novel individual inputs or se-
guences of inputs. This involves keeping track of encountered inputs, or entire sequences
of inputs. It is, however, difficult to store and process each individual input, and the
following related work all use some sort of generalisation, or reduced representation, in-
stead.

A simplified version of the Route Learning prediction based scheme (Tani & Nolfi

1998), presented in Nolfi & Tani (1999) could detect when novel interactions occurred.
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We review this model in greater detail as it is the most general of the existing approaches.
The system consisted of a single first level input prediction network, a segmentation net-
work, and a second level sub-sequence prediction network, Figure 2.4. The system par-
titioned the input space into a set of regions on its own, and then triggered notifications
to the higher level—in an asynchronous manner—when transitions between the regions
occurred, i.e. again a form of data reduction. The first level prediction network was a
recurrent neural network with 10 input units encoding the 8 sensor values and 2 motor
values at time, 3 hidden units, and 8 output units encoding the expected 8 sensor values
at timet + 1. The activation of the hidden units at the previous time-step was fed into

3 additional input units the succeeding time-step, providing a memory of previous inputs

which could help in predicting the next inpdts
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Figure 2.4: The hierarchical architecture of prediction networks with
intermediate segmentation networks used by Nolfi & Tani
(1999).

4The first layer prediction network did, however, not make any notable use of the recurrent connections;
they trained a non-recurrent network which yielded almost identical performance.
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The activation of the hidden units of the first level prediction network constituted the
input to thesegmentation networkvhich thus had 3 input units. These input units were
connected to a pre-defined number of winner-take-all output units, which each repre-
sented a different ‘higher order concept’. Nolfi and Tani used 3 such output units. They
argued that a segmentation based on the hidden unit activation of a prediction network,
instead of using the input sequence directly, allowed enhancement of underrepresented
sub-sequences. The segmentation network was updated in an unsupervised manner, sim-
ilar to a SOM with neighbourhood range set to zero (i.e. no neighbours were updated).
There was also a second level prediction network which tried to find regularities in the
sequence of extracted higher order concepts. They trained and tested the system in a
simulated environment, consisting of two rooms of different sizes, connected together
by a short corridor. The robot, a simulated Khepera robot (see Appendix A), was con-
trolled by a fixed wall-following behaviour which was not affected by the prediction and
segmentation networks. The networks were merely idle observers, trying to find regular-
ities in the sequence of inputs. Nolfi and Tani’'s experiments are here replicated, using
Olivier Michel's publicly available Khepera Simulator (Michel 1996), see Appendix B
for settings, and the resulting segmentation is depicted in Figure 2.5. As noted by Nolfi
and Tani, the extracted sub-sequences can be described as ‘walls’ (light gray), ‘corridors’
(gray) and ‘corners’ (black). When the number was increased to four nodes, the network
used all four nodes even if there only were three distinct types of inputs; i.e. it came to
always use all of the higher order nodes, regardless of the complexity of the input signal.

If the prediction error suddenly would increase, Nolfi and Tani concluded that something
had been changed in the environment, i.e. that sometiuaglhad just been detected.

The architecture used in Nolfi and Tani’s experiments was trained using standard back-
propagation (Rumelhart, Hinton & Williams 1986) and required many repeated presen-
tations of the same input sequence (required over 300 laps in the environment) in order
to extract the sub-sequences. This made it intractable to repeat the experiments with dif-
ferent parameter sets. This is a problem since they had many user-specified parameters

which all influenced the outcome of the segmentation, e.g., number of hidden units in
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corner
corridor

Figure 2.5: The simulated environment and the segmentation acquired
using the approach in Nolfi & Tani (1999). Each unitin the
segmentation network has been assigned a different shade;
the shade of the winning unit at each time-step is shown.

the prediction nets, choice of learning rates, weight initialisation, delay and decay values,
the choice of which could lead to very different segmentations. Moreover, the training
had to be split into different phases, one for training the first level prediction network,
another for training the segmentation network. The duration of these phases also needed
to be decided by the user. Further, the system could not detect situations which had low
density, i.e. that did not occur very often or which did not sustain for a long period of
time, for example very short corridors. Even more severe, the system would suffer from
catastrophic interferencéMcClelland, McNaughton & O’Reilly 1994) if new situations
arose which led to a reallocation of the hidden activation space of the first layer predic-
tion network thus making the existing segmentation layer weights inappropriate or even
invalid. Finally, the user was forced to manually specify the number of categories which
should be extracted, instead of letting the system determine this on its own as the robot
negotiated the world. As with the previous approaches, forming a control loop was not
attempted.

In Marsland et al. (2000), a variant on the SOM was used for detecting novel inputs. It
incorporated a growing set of model vectors, and a ‘*habituation’ capability which meant

that common inputs would be habituated to (lead to low novelty activations) whereas
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uncommon (novel) ones would lead to higher novelty signals. This was done by keeping
track of the number of times that each unit (model vector) had been selected as the winner.
Units which often became active would be habituated (produce less output), i.e. the inputs
which caused the unit to become active would not be considered as very ‘novel’. Only
units which were rarely activated would produce higher output activation, i.e. higher
degrees of novelty. Note that this approach only is able to account for novel types of input,
whereas novel configurations (ordering etc.) of inputs are not detectable. Neither could it
detect novel situations where inputs are missing or replaced by others, like passing a door
which now is closed whereas it previously always was open. This is because it does not
try to memorise theequencef sensory data in any manner. A possible extension to this
approach, would be to use the novelty degrees for dealing with the Lost Robot Problem;
a robot trained in one environment would generate many high novelty signals if placed in
any other environment. It would, however, have problems identifying where or which of

the other environments it was placed in.

2.3 ThelLost Robot Problem

The Lost Robot Problem involves a robot which has lost track of its current location. The
idea is to find out the location in one or several environments (for instance rooms) by
matching the current inputs against some sort of stored representation of the previously
encountered environments. It is assumed that there are little or no unique landmarks (sen-
sory patterns) which provide immediate location information, but rather that the ordering
or placement of (common) features holds the relevant information.

In Duckett & Nehmzow (1996) a robot first moved about in a single structured en-
vironment, building up an internal map of what it encountered. The basis for this map
was a set of distinct landmark representations, which were extracted bottom-up from the
sensory input. The idea was that the system could then use this internal map to find out its
current location, in case it ‘got lost’. The robot was equipped with a separately controlled

turret, which was always kept in the same compass direction, irrespective of the travel
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direction. A simple reactive wall-follower was used in the first part of their experiments.

A perceptual clustering—a form of data reduction—was performed based on an Adaptive
Resonance Theory (ART) network (Carpenter & Grossberg 1987a), more specifically an
ART2 network was used, as these can deal with real-valued inputs (unlike their ART1

predecessors). As the robot moved along in the environment, inputs from the infra-red
and sonar sensors were sent to the ART2 network. The network classified the input into
one of its categories; if none of them provided a good match, another (novel) category
was incorporated. The inputs emanating from being in roughly the same location tended
to resemble each other, and thus a set of ‘perceptual regions’ resulted from the classifica-

tion. One such classification of the input for different positions along the wall is depicted
in Figure 2.6.

Figure 2.6: The ART?2 classifications of inputs at different locations,
presented in Duckett & Nehmzow (1996). The shaded

regions depict where different inputs were classified into a
shared category.

The ART2 category depicted in Figure 2.6 could, for example, be interpreted as
‘northern wall’, but the authors point out that as the classifier is unsupervised, the cat-
egories might just as well bear no direct translation to obvious human categorisations

of environmental features at all. The idea was then to use the perceptual regions when
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trying to localise. A list of hypotheses, originally consisting of all input-matching per-
ceptual regions, was formed if the robot ‘became lost’. Then the robot started to move
and could strengthen and weaken hypotheses each time it had moved a certain distance,
or depending on which other ART2 category would become active (the best match) next.
Detecting and weighing the hypotheses based on transitions between categories was thus
part of the approach. One of the strengths of this approach is that the experimenter does
not have to explicitly specify the number of landmarks (ART2 categories) that should be
extracted. New landmarks could quickly be incorporated at any time through the addition
of new prototypes. A problem with this approach, as the authors point out themselves
is, however, that noisy or ‘rogue’ input patterns will result in spurious ART2 categories,
i.e. categories which will never again match the inputs very closely. We thus would end
up with several regions in input space which will rarely—if ever—be visited again by the
sensory signal. Another problem was that of ‘over-training’, as prototypes were dragged
away through their constant updating. The holes formed in input space would then rapidly
be covered by the incorporation of additional categories by the ART2 network, causing

a re-classification of inputs which previously were classified as belonging to one of the
earlier types. A sort of abstraction of the sensory data stream, into perceptual regions,
was thus formed.

A later approach, based on the same ideas as in the ART2 system, was presented by
Owen & Nehmzow (1998b). The goal was again to form a set of landmark represen-
tations bottom-up from the sensory data and to use these for localisation. This time, a
simplified version of the Restricted Coulomb Energy (RCE) clasgjfigas used to ex-
tract the landmark representations. Each landmark corresponded to a class of inputs, and
was represented using a prototype, called a representation vector, or an R-vector. A data
reduction was thus performed based on the R-vectors. As inputs arrived into the system,
they were compared to the existing R-vectors, using a similarity measure like the dot

product. If the input closely match&dn R-vector in the system, the input was classified

SA description of the original RCE model can be found in Hudak (1992).
6A fixed threshold was used for specifying what a ‘close enough’ match to existing R-vectors
constituted.
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as belonging to that class, and nothing else happened. If, on the other hand, none of the
existing R-vectors matched the input, a new R-vector was placed at the new input loca-
tion, i.e. the system had just learnt a new landmark representation. That is, a constructive
(resource-allocating) approach was used for the incorporation of landmarks. Effectively,
this approach did the same work as the ART2 network, only in a much simpler manner.

Again, a data reduction was thus performed, this time based on the R-vectors.

sensor 2 R-vector (class prototy)

\\\\\\\

sensor 1

Figure 2.7: A 2-dimensional input space depiction of the sort of RCE
classifier used in Owen & Nehmzow (1998b).

The vector map of the environment was then built by moving the robot around the
environment, and keeping track of the matching R-vectors. When the sensory readings
changed enough to cause another R-vector to become the best matching, for at least 4
inches of movementthis was added to the map, along with information about the com-
pass direction and distance between the landmarks. The same problem as with the ART2
approach remained, however, as pointed out in Nehmzow (2000). Namely, any single
non-matching input would create a new prototype. Situations where sensor activations
changed would thus lead to many intermediate prototypes, depending on how the indi-

vidual elements of the sensor vector changed, and because of noise. That is, the RCE

It is unclear as to how many time-steps this corresponded to.
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classifier dropped a dense trail of R-vectors (prototypes) as it tracked the path of the
sensory signal throughout input space. Thereby many regions never to be visited again
would be incorporated. The concepts were not used to control the robot in any manner;

no control loop was formed.

2.4 Discussion

The reviewed approaches for Route Learning involved the extraction of a less detailed
representation of the data, i.e. data reduction. The techniques were based on either a
manual set of reduction criteria (branch points), or some sort of more general unsuper-
vised extraction. This was done by using clustering algorithms like Self Organising Maps
or prediction learners like the Mixture of (Recurrent) Experts. Learning a route then
involved keeping track of the order in which the units or experts, respectively, were ac-
tivated. As the number of units or experts was lower than the sensory dimensions, this
meant that a sort ofpatial filteringor reduction had taken place. If the same unit or
expert became active for several time-steps in a row, this could also be usetkefor a
poral filtering or reduction, i.e. a sort of dynamic time warping, as the repetitions could
be removed or run-length encoded. The same sort of unsupervised techniques were also
applied to the Novelty Detection problem. In the reviewed papers, a hierarchy of predic-
tion networks and a variant on the SOM were used instead of storing all individual inputs.
Finally, in the Lost Robot Problem, we again find unsupervised techniques, specifically
Adaptive Resonance Theory and Restricted Coulomb Energy clusterers.

The common approach to dealing with these problems, in all of the reviewed papers, is
thus to reduce the amount of data in some manner. A variety of unsupervised techniques
had been used to accomplish this. In the next chapter we look at what the differences are
between these techniques, as well as the similarities. We construct a general framework
which encompasses these, and try to make explicit the assumptions behind the way they
filter or reduce the data. Would these techniques work if we wanted to do learning on the

reduced data, as well?



Chapter 3

Data Reduction and Event Extraction

HERE ARE SOME COMMON PROPERTIESVhich all the reviewed data reducers
T in the previous chapter exhibit. Namely, they all maintain a set of regions or
trajectories according to which the inputs can be classified. At the end of this chapter, we
provide a general framework for constructing a data reducer which produces descriptions
that are also suitable for learning. The framework involves keeping a sgpeftswvhich
are—as the name succinctly suggests—specialised at different regions or trajectories in
sensory space. Transitions between these experts are detectesigbwléing function
which forms and outputs representations depicting the novel sensory situations. Different
alternatives for realising and training the experts are reviewed. Instead of using overall
compression error as a training criteria, we suggest that the area of change detection is
more in line with what we need because then input distinctness rather than density is
considered. We suggest that data reduction based on change detection principles could
be dubbed asvent extractionas what will remain is just the time points corresponding
to significant transitions in sensory space. In the next chapter, a novel unsupervised data

reducer (event extractor) is then created based on the principles presented here.

24



3.1 : Data Reduction 25

3.1 DataReduction

As discussed in the previous chapter, in order to cope with the tasks, the systems em-
ployed some sort of data reduction technique. This typically involved an unsupervised
mechanism, to allow the system to form and adapt its own representations, rather than

base it on some fixed pre-defined criteria.

3.1.1 Experts

If we inspect the employed unsupervised mechanisms (we include the prediction networks
here as well), they all maintain some set of input space regions or trajectories according
to which the incoming data is classified. As we are looking for general properties, we
suggest that the data reducer is considered as maintaining aesqiests according to

the mixture scheme put forth by Jacobs et al. (1991). These exjpenizeten accounting

for the inputs. This description applies to the systems reviewed in the previous chapter,
in the following manner.

One of the reviewed approaches (Tani & Nolfi 1998) for implementing said experts
is to use Recurrent Neural Network (RNN) modules; each module constitutes a separate
expert. The recurrent connections of the modules can maintain varying amounts of con-
text, thereby allowing each expert to cover trails in input space of different lengths. These
modules compete with each other by predicting the next input; the module producing the
best prediction (closest to the actual coming input) will become the winner in this compe-
tition. A similar approach would be to use Hidden Markov Models (HMMs) as experts.
Such an approach was put forth by Liehr & Pawelzik (1999), where a mixture of HMMs
was used for time-series segmentation. The training of such experts would, however, take
considerable time as special care is needed to avoid local minima (by for instance using a
simulated annealing approach).

A simpler approach is to use model vectors in a vector quantiser (VQ), like the

Self Organising Map, letting each model vector correspond to an expert, see (Owen &
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Nehmzow 1996, Nolfi & Tani 1999). Using this method, there is a clear one-to-one map-
ping between inputs and VQ experts, as each input belongs to one—and only one—expert
through the Voronoi cell partitioning. Knowing the current VQ expert thus confines the
possible current input locations to a higher degree (to a certain Voronoi cell) than the
sequence-based approaches described above, which can have any numbdapping
regions. Thereby the VQ would provide a meansifwmerting the experts back to the
input, i.e. knowing the expert at a particular point in time, we could find out approxi-
mately what the particular input should have been by looking at the model vector. (This
is the very idea behind VQ, namely that it can be used for some sort of compression and
subsequent decompression of a signal.) The extracted VQ experts thus lend themselves to
fairly transparent analysis. Further, finding out the similarity between VQ experts, primar-
ily for generalisation, can involve a straight-forward Minkowski (for instance Euclidian)
distance calculation between their respective model vectors. Calculating the similarity or
distance between a set of RNN modules is considerably more difficult as information is
encoded into weights and intertwined with the delay conditions. The RCE method used
by Owen & Nehmzow (1998b) has R-vectors which also resemble the VQ model vectors.
Similarly, as we discuss in Section 4.2.3, the working of the ART networks used in for
instance Duckett & Nehmzow (1996) can also be implemented to a fairly accurate degree
using VQ model vectors. Vector quantisation is thus a quite common and straight-forward
approach for dealing with the data reduction, and the one we will focus on in this thesis.

We now take a more detailed look at what vector quantisation is and how it can be used.

3.1.2 Vector Quantisation

Vector quantisation (VQ) is commonly used for data compression and analog-to-digital
conversion; for an overview see Gray & Neuhoff (1998). At the heart of the VQ is a
set of model vectors, or prototypes, also calleddbdebookof the VQ. In the simplest

form, these model vectors are of the same dimensionality as the inputs, representing dif-

ferent clusters of input patterns by a prototypical pattern roughly in the centre of each
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cluster. A distance function assigns individual inputs to one of the model vectors, work-
ing like a nearest neighbour classifier. Instead of storing or transmitting the individual
high-dimensional inputs, the low-dimensional index of each winning model vector can
be stored or transmitted. The original input can then be reconstructed—with some loss
of information—by inverting this process, looking up and producing the particular model
vector (input pattern) which the index corresponds to in the codebook. Traditionally, VQ
performance is defined (Fowler & Ahalt 1997, Buhmann & Hofmann 1997) usitey

anddistortion

e Rate corresponds to the size needed to represent the winning model vector. There
is a clear relationship between the rate and the size of the codebook, especially if a
fixed-rate VQ is used, as explained by Hwang, Ye & Liao (1999). Generally, a low
rate can only be achieved if very few model vectors are used, and a higher rate is

required for representing a greater number of model vectors.

e Distortion corresponds to the information loss which is incurred as inputs are mapped
to the model vectors. A low distortion means that the model vectors accurately

match the input, while a high distortion implies a large loss in signal quality.

Clearly, the more model vectors that are used in the VQ (the higher the rate), the
more readily can inputs be mapped to a close-laying model vector (lower distortion). An
arbitrarily low distortion can thus be achieved by controlling the rate; in the extreme an
individual model vector can be used for each input, in which case there is no distortion at
all, but at the cost of having\ery high rate. In the other extreme, a single model vector
could be used for the entire input set, i.e. a very low rate, thereby however inevitably
causing a very high distortion as all the different inputs are mapped to this single model
vector. There is thus adeoff between rate and distortion. Depending on the domain,
this tradeoff is quantified using either an operational distortion-rate function or a rate-
distortion function. That is, either the distortion is measured if a certain fixed rate is used
(distortion-rate) or the rate is measured which gives a certain allowed distortion (rate-

distortion). Different configurations (placements) of model vectors on a given dataset
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can thus be compared using rate and distortion. Ideally, the placement leads to both low
distortion (no quality loss) and low rate (compact compressed size). As long as the VQ
is used only focompressionthis focus on rate and distortion is entirely appropriate. We
however argue that learning based on the extracted model vectors, is to be performed,
this is no longer appropriate. In the following we look at the underlying assumptions of

compression, and the way that compression quality is measured.

3.1.3 Compression

There exists a number of existing methodsdompressingime-series data. These meth-

ods can be divided into two broad categories, narosglessaindlossycompression. The
difference between these types of compression is in the tolerancerfgression errqr

i.e. the degree that a compressed and then decompressed signal differs from the original
signal. Lossless compression implies, as its name suggests, a compression which entails
absolutely no degradation of the quality of the signal, were it to be decompressed. The
compression error of such a method is thus always zero. These types of compression algo-
rithms are readily employed when no degradation of the data can be accepted, like when
compressing text documents. Lossy compression instead accepts a limited degradation
of the signal as part of the compression, thereby most often leading to a greater (better)
compression ratigoriginal uncompressed size / compressed size). The lost information

is usually removed because it is considered less important to the quality of the data (usu-
ally an image or sound) or because it can be recovered reasonably by interpolation from
the remaining data.

In mobile robotics, lossy compression is in most cases acceptable, or perhaps the
only viable option as it is the only ready means for achieving an acceptable compression
rate. As most data originates from noisy, and essentially analogue sampling processes, it
does not constitute a perfect account in the first place. Lossy compression techniques are
commonly based on re-coding the data using wavelets, vector quantisation, or recently
even using fractals (iterated function systems).

The performance of a lossy compressor is normally defined as the compression rate,
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given a certain allowed compression error, or alternatively, the compression error for a
certain given compression rate. That is, the technique which produces the lowest overall
error when decompressing data of a certain compressed size (say 100 KB) is considered
the better one. (Note the correspondence to the way performance of a VQ is defined.)
There are of course exceptions from this performance criterion, for instance involving the
subjective evaluation of decompressed image or waveform quality. Such an evaluation
is, however, only applicable for very specific domains, and implicitly assumes that some
set of particular characteristiedwaysis the relevant one, regardless of the particular ap-
plication (for instance faithfully capturing the edges of surfaces, or to ignore differences
in very dark colours). The commonly used, domain independent, performance criterion
is thus to calculate some sort of overall error, like the squared error between the original
and the decompressed sighallhrough this performance criterion, different compres-
sion mechanisms can be compared with each other. Note that constructing a good lossy
compressor, for example based on vector quantisation, is thus analogous t@doing

minimisation We now look at how error minimisation is accomplished.

3.1.4 Error Minimisation

Techniques based on error minimisation all have some savstffunction which is to

be minimised. Doing compression, this cost function usuallyds#ortion measur¢hat
guantifies the cost resulting compressing inpuand then decompressing thisitoThe

bit rate of the encoding can also be taken into account, often in a Lagrange approach
where the importance of distortion compared to bit rate can be specified, see e.g., Gray &
Neuhoff (1998) for details. The most common distortion measure is based on the squared
errord(x, &) = |v — z|*. When a sequence of data, . .. , x,, is compressed, an average

(overall) distortion erroiZ can be defined:

1 n
E:— d Z’,Ai 31
n 2 o) (3.1)

For a comprehensive review of this the reader is referred to Gray & Olshen (1997).
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If the distortion measure is based on the squared efrovpuld correspond to the mean
squared error. A good lossy compressor would havé& arlose to zero; minimising”
is thus the goal for almost all existing compressors, or techniques which can be used for
compression.

Note that there may ble < n instances of the same inputvhich is to be compressed.
If the compressor ‘learns’ to compress and decompress this input better, the payoff is thus
k-fold, compared to learning another input with an equal distortion but which occurs
only once. An effective compressor thus takgsut densitiesnto account, focusing its
resources on the most frequent inputs, as pointed out in Gray & Olshen (1997). Infrequent
inputs can be admitted a higher individual distortion as they do not diféct significant
degree by themselves.

Thisdensity approximatioor density estimationften takes place by repeatedly mak-
ing small adjustment to the parameters, the magnitude of which gradually are reduced as
the system is ‘cooled down’ to a final resting state, in an annealing process. The idea is
that this final state has managed to adequately capture the underlying input densities as
the frequent inputs will have influenced the parameters to the greatest degree. This is,
however, also a reason why the learning process often is slow in error minimising sys-
tems. The annealing process must namely not proceed in too large jumps, i.e. too large
reductions of the temperature, as pointed out by Rose (1998), or it may miss the good
solutions. Further, this density approximation could be completely overturned if the in-
ternal resources were extended or modified during the process. Therefore, a fixed number
of resources, e.g., model vectors in the case of a vector quantiser, is commonly employed
during the entire process, or the density approximation might have to be restarted or re-

computed to some extent.

3.1.5 Error Minimisation for Experts

Is error minimisation really appropriate for training our experts? We argue that it is not,
and that there is a fundamental problem with using data reducers based on error minimi-

sation in the mobile robotics domain, especially if you want to do learning. Consider
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Nolfi and Tani's data reducer (Nolfi & Tani 1999), described in Section 2.2. They let a
vector quantiser represent the different experts using its model vectors, each model vec-
tor corresponding to a separate expert. They reported difficulties with working directly
with the inputs as infrequent (underrepresented) inputs were not picked up by the model
vectors at all. They instead introduced a prediction network with a set of internal nodes,
and let the vector quantiser work on these internal nodes. The system could now handle
infrequent inputs to a somewhat better degree, as differences had been enhanced a little
in this process.

The reason for these problems becomes clear when we consider how the vector quan-
tiser was trained; it tried to minimise the overall (mean squared) error between the inputs
and its model vectors. Most of the time their wall-following robot received virtually the
same input, namely a wall on the right-hand side and nothing on the front, left, and back
sensors. Quite distinct but infrequent inputs arriving when passing doorways or corridors
(activation on left sensors as well), entering corners (activation in front) and leaving them
(activation in back) were ignored. That is, none of the model vectors came to represent
these inputs, as they did not constitute a significant part of the overall error. By map-
ping inputs to a hidden layer, the quantitative differences between the common inputs
and the infrequent ones were emphasised somewhat. This forced the vector quantiser to
take them somewhat more into account as they now caused a greater individual distortion,
their hidden activation patterns beiagrydifferent from the common inputs’.

An unsupervised data reducer which bases its experts on input densities, performing
error minimisation, is thus subject to difficulties. In the extreme, the system will become
expert at recognising slightly differing wall inputs, whiempletely ignoringloorways,
corners, junctions, etc., all being absolutely essential for a robot performing even the
simplest of localisation tasks.

If the input distribution is completely stationary, the error function can certainly be
modified as to balance @reighinfrequent input areas higher than infrequent ones. Thereby
small clusters can be given a greater effect, by for instance weighing dimensions where

there is a clear difference higher than other ones; the error minimisation approach would
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then again be appropriate. However, this requires that the future distributimmowen
beforehand, otherwise this weighing is disruptive if new inputs arrive with distinct differ-
ences on these particular dimensions, thereby taking over the error term completely. The
data reduction should ideally not be based on any particular input distribution, but rather
be independent of the distribution, thus allowing the system to function under completely
different sensor configurations and in very different environments.

The frequency (density) of the different inputs thus comes to play too great a role
in error minimisation. There are, however, alternatives to basing the experts on error
minimisation, namely from the area ohange detectianLet us take a closer look at

change detection and how it applies to our needs.

3.1.6 Change Detection

Change detection involves the prompt and reliable detection of changes in signal char-
acteristics, like a change in signal mean or variance. For an overview of this area, the
reader is referred to Basseville & Nikiforov (1993). Generally, the focus is on detect-
ing when changes occur from matching a current situatipto some other situatiofh .
Change detection could be used iterativély ¢, , 0, . . . ) to segment a sequence into dif-
ferent parts. The change detector thus detects and sigpadlsomething has happened,

at different points in time.

However, an additional processing system would be required that deterwinad¢kas
happened, in order to avoid having to treat each situation as completely novel. Thereby
re-occurrences of previously encountered situations can be detected, ey, dcaally
corresponds to the earlier situatién This entails that all encountered situations should
be stored for future reference, in some manner. This is where our experts come in. If
a vector quantiser could be used for the change detection, the different situations could
correspond to the model vectors in the system (for instance the different signal means
that are encountered). The difference between how prototypes are placed in a vector
guantiser based on error minimisation versus change detection is illustrated in Figure 3.1.

Error minimisation treats the signal peak as an outlier—thereby ignoring it—and instead
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focuses on the two quite similar but frequent types of input. Change detection, on the
other hand, focuses on only the points in time where changes occur, effectively ignoring
the intermediate stages. Change detection would thereby be much more appropriate for

determining experts.

Error minimisation

b prototype

a prototype

X(t)

b prototype

.. a prototype

Figure 3.1: Error minimisation (top) places prototypes according to
input frequency while change detection (bottom) instead
focuses on distinctness.

One simple technique for change detection is the Finite Moving Average (FMA) al-
gorithm, which encodes the current situation using a bounded interval of past inputs, see
Basseville & Nikiforov (1993). This concept has been the basis for the unsupervised data
reducer presented in the next chapter. It utilises a finite moving average to represent the
situation which the robot currently is in and at the same time filters the noisy input signal
to some extent. Rather than referring to this approach as ‘data reduction based on change
detection principles’, we suggest that ‘event extraction’ would be quite appropriate. There

already exist some techniques for this, which we will take a look at in the following.
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3.2 Event Extraction

Generally, event extraction involves the discretisation of a continuous-valued stream of
sensory readings into a stream of intermittent events. We look at an existing approach
for event extraction and discuss the concept of an ‘event’, like what type of information
they are supposed to convey, whether all events need to be relevant, and where they are
supposed to come from. We propose the interpretation that an event is a notification of a
transition between regions or trajectories in the sensory space, and if relevant leading to a

state change.

3.2.1 Redated Work

The approach for event extraction, presented by Rosenstein & Cohen (1999), was also
based on maintaining a set of experts. These experts corresponded to stored prototypical
input subsequences, and a continual matching was performed against these each time-step
to find a winner. Their task was to classify different interactions with balls, cups, desks,
etc. Raw sensor readings were first transformed into clusters of time series that had a
‘predictive value’ to the agent. The approach was then based on keeping a set of proto-
types (experts), one for each category, namely the average of the cluster. Sequences were
incorporated into the clustering based on a pre-defined set of simple rutespjglates
depicted in Figure 3.2. Each template corresponded to a sharp rise or drop of a sensor.
When one of the templates matched the input, i.e. a change was detected in one of the
sensors, aeventwas generated. All other sensors which also exhibited such a sudden
change within a 800 ms window, were considered to be part of the same event. When
an event was triggered, the actual sensor values were recorded for a five-second window
for each of the sensors. Each sensor’s five-second sequence was then sent to a clustering
algorithm. Recurring situations would thus be extracted as clusters of similar five-second
sequences. A prototype (average sensory sequence) was extracted for each cluster. The
number of clusters was pre-defined by the experimenter; the same number was used for

each and every sensor. Each such cluster of inputs, represented by a prototype, could
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(@) (b) (€) (d)

Figure 3.2: The four manually pre-defined templates used for
determining when to incorporate new sequences for event
extraction in Rosenstein & Cohen (1999). Template (a)
was 0.4 seconds long, and the others, (b) through (d), were
2.0 seconds.

thus be considered as an expert for those types of inputs. The robot was subjected to
interactions with walls, balls, cups, small cups, desks and buckets. These interactions led
to different matching levels of the different sensory prototypes (experts), i.e. the sensor
signals changed in different manners depending on the type of interaction. Different
interactions could thus be identified by the system.

Events were, however, only triggered each tingrasticchange happened to any of
the sensors, as defined by the manually designed templates, in Figure 3.2. Interactions
happening at any slower time scale, like the gradual approaching of an object, would
thus not trigger any events. In fact, the sensory signals could make their waayyto
location in sensory space as long as they did it without too closely matching any of the
four specific event templates. We call this the ‘cat burglar problem’, see Section 3.3.3.
Also, the experimenter needed to manually specify the length and shape of each template
segment. In the following, we look at the concept or nature of events, and how and when

they should be extracted.

3.2.2 Whatisan Event?

The task of our data reducer will be to extract a sequence of events, from the underlying

data stream. But exactly what constitutes an ‘event’? According to Webster’s Dictionary,
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an event is:

a noteworthy occurrence or happening : something worthy of remark : an

unusual or significant development

This definition suggests that events are significant, or noteworthy, i.e. that they carry
some sort of informational value. This begs the question whether there can be any in-
significant events, i.e. whether unimportantioelevant occurrences could generate
events. We will get back to the idea of relevance and irrelevance shortly, but let us first
take a look at the area of Discrete Event Systems, which is based around the very idea of
events. Events are the basic units in the area of Discrete Event Systems (DES), which—as
we will see—is what we want the system to effectively self-organise into. Introductions to
DES theory can be found in Cassandras (1993), Banks, Carson & Nelson (1996) and Fish-
man (2001). In DES, the events, or more specifically their triggers, are usually defined by
the experimenter. The goal of the DES modeller is then to find an appropriate description
of the underlying event-triggering system, e.g., for descriptive purposes. Another aim is
to let the system react to the events, in order to keep it stable under varying conditions,
i.e. for system control. Thanks to the discretisation of any continuous-valued input stream
into an event stream, according to pre-defined triggers, useful temporal relationships can
be found using virtually any standard learning technique. A common abstraction in the
DES area is to view the system as a Finite State Automaton (FSA) or a Petri Net model.
In the FSA case, there is a discrete number of states which the system jumps in-between,
when events occur. The definition of an ‘event’ is therefore tinted by this perspective. Let
us look at three definitions of ‘events’ from different introductory texts to DES theory.

The first definition is a very succinct one:
A change in state of a system. (Fishman 2001, page 39)

In this definition, events simply are described as state changes. A slightly more de-

tailed definition is:

An instantaneous occurrence that changes the state of a system (such as

an arrival of a new customer). (Banks et al. 1996, page 60)
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Here, they point out that the changes should be considered as instantaneous. Again,
the definition also talks abowhangesbut now point out that they are the result of the
event, i.ecausedyy the event. Finally, some DES texts do not even try to formally define
the concept, as the risk of being overly specific may inadvertently exclude too much from

the event concept, or include undesired phenomena:

As with the term “system”, we will not attempt to formally define what an
“event” is. Itis a primitive concept with a good intuitive basis. We only wish
to emphasise that an event should be thought of as occurring instantaneously
and causing transitions from one discrete state value to another. (Cassandras
1993, page 36-37)

These definitions all relate eventsdbange specifically to a change of the system
state. States are explicitly represented (as circles) in state transition diagrams, like in
Figure 3.3. Reacting to an event in DES thus simply corresponds to following an arc
in the state transition diagram. It is worth noting that there are many cases in which an
event does strictly speakinmgpt lead to a state change, namely in cases where there are
recurrent connections (self-transitions) to a state. For example, in Figure 3.3, if the system
is in state ‘1’ and the event arrives, the result will be to stay in the same ‘1’ state, i.e.
there in fact imo system state change. There is, howevérasition but the definitions

of events explicitly discuss state changes and not transitions.

Start a

Figure 3.3: A simple two-state FSA which only accepts (shaded state)
event sequences ending with@anEvents here correspond
to simple transitions.
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Do state changes have anything to do wilevanc@ Consider events which in each
and every state lead to a self-transition. Such an event could be considered as irrelevant,
as it does not produce a state change, and it would always be the same whether or not the
event had occurred. This also gives us a notion of relevance: being relevant corresponds
to being worth reacting to or keeping track of. Accepting this line of thougletevant
eventan thus occur in DES systems; an oxymoron considering the Webster’s dictionary
definition of ‘event’ in the beginning of this section.

A straight-forward interpretation of ‘relevance’ is to relate it to some sort of task
performance. That s, is the event relevant for task performance? This typically would re-
quire some sort of performance feedback (reinforcement) signal. Making things difficult,
in an on-line learning system, relevance may change, in that the performance evaluation
function may be altered during operatforThings (events) which do not currently need
to be reacted to, i.e. incur no state change, can become relevant at some later stage, and

then need a state change. An informal description of our view of events would be:

DESCRIPTION | An EVENT is a notification of an occurrence in sensory space which

could result in a state change.

This description certainly leaves many questions unanswered, like what is a ‘notifica-
tion’, what do these notifications look like, and what exactly constitutes an ‘occurrence’?
The nature of events relates to the manner in which they are triggered, i.e. the sorts of
occurrences in sensory space that we are to be notified about. The question becomes one

of how and when events are to be triggered, or simply ‘where do events come from?’.

3.2.3 Wheredo Events Come From?

In DES theory, the events emanate from well-defined discrete sources like a user pressing

a key on a keyboard, a customer entering a queue, or a product arriving into a warehouse.

2|t is therefore generally also good to follow an exploration strategy in which the system never converges
onto a single fixed behaviour, but which instead always keeps testing alternative solutions at some low base
rate. We construct such a system (Learner Il) in Chapter 7.
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Some of these events can be uncontrollable, i.e. the occurrences of these cannot be af-
fected. There also usually is a set of controllable events, the occurrence of which can
be affected by the system’s actions, thereby allowing for (supervised) control. The actual
detection and triggering of the events from continuous and noisy sources is thus, however,
not a central part of DES theory; it simply regards the events as inputs arriving from some
sort of existing, pre-defined, event detector or extréctor

The event extractor receives as input a continuous-valued, typically high-dimensional,
data stream, and is to produce a stream of discrete events as outputs. These events
should capture the relevant information in signal space. Exactly whaleigantis highly
task-dependent, and the approach we take in the following is to first just extract a goal-
unrelated event stream—a sort of general abstraction of the data stream—and then as a
successive stage filter away the events with low informational value. An alternative would
be to only extract the events which are directly relevant for performing the task, but this
would prove difficult, as we generally do not know beforehand what the relevant inputs
are for such selective event triggering and it is difficult to learn this at the time-step level.
This relates to the chicken-and-egg problem we discussed in the introduction: how can we
extract only relevant events when we cannot assign relevance unless we have performed
the extraction? Extracting a quite general stream of events denoting the major changes,
and then assigning credit to these events, is our approach for dealing with the problem.

As mentioned, events are notifications of occurrences in the sensory space which of-
ten should lead to state changes. It is not enough to be notifiethpttomething has
happened in sensory space, we also want to kwhat has happened. That is, just re-
ceiving a message saying ‘an event has occurred’ is not very useful. Instead, a message
saying ‘an event has occurred’ or ‘an eventhas occurred’ gives us the basis to react in
a context dependent manner. The event extractor thus should be able to output messages
for us, containing different events, relating to different sensory conditions. Existing ap-

proaches for this, or rather for data reduction, reviewed in the previous chapter, are based

3The distinction we make between an event detector and an event extractor is that the detector just
detects and signals event instances from a set of event triggers, whereas the extractor forms the set of
triggers on its own, either through an unsupervised or a supervised learning process.



3.2 : Event Extraction 40

on a partitioning of the continuous input space into a set of regions. Movelnemisen
these regions then trigger events, whereas movements of the sensory signals within one
and the same region do not cause any output from the event extractor. Each region could
thus be thought of as representing a single global state of the sensors; only when this state
changes drastically enough to enter another region, is a notification sent in the form of an
event. The event typically indicates the now best-matching region. The problem is thus
cast as a classification problem, where the system forms a set of clusters (class regions)
from the input data and uses transitions between these clusters as event triggers.

It is worth noting that the granularity of this partitioning indirectly determines the rate
at which events are fired. In one extreme, where the entire input space is considered as
one single region, there will never be any transitions to signal. In the other extreme, a
single (tiny) region is created for each and every input which can be received. Then at
each time-step, an event will be triggetednd we will be back at something like the
time-stepped input we started with in the first place. Generally, the more regions we
split the input space into, the greater the likelihood for triggering an event. Finding an
appropriate granularity for event extraction is a difficult problem, which we, however, get
back to in later chapters. Part of the solution we propose is that the number of regions
be determined somehow based on the complexity or distribution of the inputs, rather on

somead hocfixed value, conjured up by the experimenter.

3.2.4 Discussion

So, what is an event? As discussed in Section 3.2.2, we view an event as a notification
of an occurrence in sensory space. The event may result in a state change, if it is worth
keeping track of, i.e. if it iselevant This is by definition task-specific and we get

back to this in later chapters where we look at learning based on the extracted events.
The ‘occurrences’ in sensory space correspond to one of two things, in as far as existing

approaches are concerned, at least. Either they correspond to moving to another region

4Unless the exact same input arrives repeatedly; however, highly unlikely if the inputs are based on
noisy analogue sensors.
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in input space—a straight-forward classifier or clusterer could determine this—or they
correspond to a switch in trajectory through the input space. The latter would require that
different, possibly overlapping, sequences would be kept track of, e.g., through a set of
RNN modules or possibly some form of explicit input sequence prototypes. While RNN-
based techniques were used by Tani & Nolfi (1998) and Nolfi & Tani (1999), whether they
actually represented any overlapping input space trajectories or just performed a more-or-
less standard partitioning is very much in question. (As is shown in coming chapters, the
exact same segmentation of the sensory stream is namely achieved using a simple vector
guantiser.) An important thing to also note is that none of the existing data reducing
(possibly event extracting) approaches actually involve the robot reacting to the events.
That is, none use the events for mobile robot control. This would require that a number
of issues be dealt with, relating to getting a continuous motor output signal from a more
or less static (discrete) event based specification. We deal with all these issues in later

chapters.

3.3 A General Event Extraction Framework

We now try to summarise the properties which are common for the existing data reducers
or ‘event extractors’. In order to perform an effective data reduction, the system needs
to be able to detect repeated occurrences, or recurrences, of situations. This is done by
maintaining a set of experts. When the inputs change enough to no longer match the

current situation (expert), an event is generated.

3.3.1 Definitions

We consider it prudent to view the extractor as working on three distinct spaces. First,
there is an input space where the inputs arrive each time-step. This space can be quite
different from the second (internal) state of the extractor—the so called extraction space—
which is also updated each time-step. The extraction space is used for detecting events

caused by changes in input space. The third space is the event space, where outputs are
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produced from the extractor at intermittent points in time, in the form of events. The event
extraction involves both a spatial and temporal filtering of the input stream, as discussed

in the following.

DEFINITION | The fixed-sizeNPUT SPACEprovides signals to the control system from
the hardwired (fixed) sensory array of exteroceptive and proprioceptive

Sensors.

In order to avoid having to treat each change in input characteristics as something
completely novel—a similar situation may have been encountered previously—the event
extractor needs to store or maintain the characteristics of the encountered situations. This
can be done in a variety of ways, as shown above; the underlying idea is that the event

extractor maintains a set ekperts

DEFINITION | An  EXTRACTOR EXPERT Or just EXPERT constitutes an input-
accounting sub-system of the extractor. Typically, a limited number of
experts are maintained by the extractor, each specialising in a particular

sub-set or sub-sequence of inputs.

The experts should be considered as providing only a local (current, or short-term)
account of the state of the system, as they do not contain information about the global
history of the system. This provides a sortsgfatial filteringas individual inputs are

transformed to a—usually lower-dimensional—extraction space.

DEFINITION | The EXTRACTION SPACE contains the internal time-step based repre-
sentation of the event extractor, depicting how the experts match the

current input. This space is not necessarily fixed-size, depending on if

a static or dynamic number of experts is used.

As long as the incoming inputs are accounted for accurately by the current expert, no

event is to be signalled.
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DEFINITION | A SIGNALLING FUNCTION tracks changes in extraction space and sig-
nals an event at the current time-stefthe location in extraction space

at time-step — 1 was ‘different enough’.

If the representations in extraction space are orthogonal, like the winner-take-all result
of an input classification, detecting such a change is trivial. Otherwise, a criterion for
being ‘different enough’ in extraction space to warrant a event signalling needs to be
defined, generally allowing minor changes of input characteristics to occur without taking

action.

DEFINITION | An EVENT is a change in extraction space as notified by the signalling

function.

The focus on reporting only the changes leads to a saetoporal filtering as redun-
dant inputs are removed from the stream. For clarity, it is worth noting that several events
are never signalled at the same time-step, nor in-between time-steps, as such changes
would all be compound into one through the sampling process occurring at each time-

step.

DEFINITION | The EVENT SPACEcontains the output representation from the extrac-
tor. The representation is based on either the extraction space, the input

space, or a combination thereof. This space may change size dynami-

cally, depending on the chosen event representation scheme.

In the simplest case, there is a one-to-one correspondence between experts and points
in the event space. That is, every situation where a certain expert is best at accounting
for the current input, a particular output is produced by the extractor. If a new expert is
incorporated dynamically (on-line) by the system, this will then affect the event space

accordingly.
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3.3.2 Example

An illustration of a simple event extractor is depicted in Figure 3.4. Here, each of four
experts corresponds to an input class or cluster, defined using a prototype input pattern.
In each time-step, the input is classified as belonging to one of the experts. The extraction
space has four dimensions with a ‘1’ marking the best matching expert, and zeroes for
the others. Changes in extraction space are signalled as events by the signaller, and the
output corresponds directly to the expert representation, i.e. events are represented using

a bit string of length four with only a single bit active (a localistic event representation).
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Figure 3.4: (a) The multidimensional sensory input arriving at each
time-step. (b) The unsupervised event extractor assigns
each input to one of its experts, i.e. a spatial filtering. (c)
Repetitions of expert assignments are removed and only
the transitions remain, as events, i.e. a temporal filtering
takes place.

That is, in this simple setup:
e The input space is six-dimensional and real-valued.

e There are a total of four used experts in the example, each trying to account for the

signal in input space.
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e The extraction space is four-dimensional and binary.

e The signalling function detects and signals an event when the point in four-dimensional

extraction Space moves.

e The event space is a four-dimensional copy of the extraction space.

Through this spatio-temporal filtering, redundant inputs are removed. Thereby mas-
sive amounts of history can be stored as the actual input or inputs need no longer be
stored themselves; instead the compressed (filtered) version thereof can be used. Ideally,
the global state of the system can be determined based on the sequence of extracted events
from the beginning of the system’s operation, i.e. by taking all available history (context
information) into account. In our description of an event extractor, the idea of maintaining
a set of extractor experts was included. These may in fact not be completely necessary, but
not having them will lead to limitations in the aforementioned spatio-temporal filtering,

as discussed in the following.

3.3.3 Doing Without Extractor Experts

Consider the special case where the extractor space is set to be identical to the input space,
i.e. no experts or any type of signal re-mapping is included in the extraction process. In
that case the extractor’s signaller works directly on the input, alerting when the signal is
‘different enough’ from one time-step to the next to warrant an event. That is, it monitors
changes directly in input space and only as long as the input is approximately the same
at time stept compared ta — 1, i.e. below some threshold (delta), it stays idle.

This is a very simple event extraction scheme, which works in some situations, but it has
problems. TheA-based method may generate an inappropriate amount of events if the
signal-to-noise ratio is incorrectly reflected in the choice\ofif the threshold is set too

high, the extractor will miss the relevant changes, and a tooAosetting will lead to
events being triggered by perfectly normal fluctuations. The problem corresponds to that

of acat burglarin a room with a motion sensor. In order to avoid false alarms from noisy
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sensor readings, the motion sensor has been equipped with a detection threshold; only
movements exceeding the threshold are treated as actual movements, the others as noise.
By doing a series of small movements, each one staying below the detection threshold,
the cat burglar is able to move to any location in the room without ever being detected!
This corresponds to a situation in which the inputs gradually have changed into something
drastically different without detection; obviously not an appropriate behaviour of an event
extractor. This problem remains as long as movements smalletXt@am occur during

a single time-step. More importantly, while&method might detedhat something

has happened to the signal, it does not telmat has happened. That is, each event is
treated as something completely novel and consequently any re-occurrences of previous
situations are not recognised as such. Thereby the input signal is just filtered temporally,
but not spatially as this requires that a limited number of recurring points are maintained
somehow in the system. As discussed, this can be done through a variety of techniques,
here summarised as being extractor experts.

An event extraction approach which was actually not based on having a number of
experts, but rather a predefined numberegénts(segment boundaries) was tested in
Himberg, Korpiaho, Mannila, Tikanaki & Toivonen (2001). There, an off-line event
segmentation was performed on data collected from a mobile phone equipped with a
number of touch, light and interaction sensors. The sensory data was split into a pre-
defined number of segments based on ‘internal homogeneity’, i.e. segments with as low
variance as possible. The idea of having a set of experts that were competing for the
data was thus not considered. The problem with said approach is that this does not lead
to an effective data reduction, as each occurrence is treated as completely novel, and
generalisation (drawing on old or previous experiences) would thus not be possible. Each
segment could possibly be interpreted as a specific expert, but such a process would result
in subsets of virtually identical experts, due to re-occurrences of some situations. The
specified number of segment boundaries could thus instead be considered as an upper
bound on the number of resulting experts, the numbers being identical if each segment-

corresponding situation only occurs once in the data set.
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3.4 Discussion

The focus of the previously used data reduction techniques, presented in the preceeding
chapter, was on minimising an overall compression error. That is, the reduction was
considered as an error minimisation problem where the entire dataset was to be captured
as accurately as possible. Infrequent inputs would, however, suffer the risk of being
ignored in this process. As discussed, it pays off for an error minimiser to perform a
density approximation, which however often takes quite some time to perform; often this
involves extensive subjection to the dataset. This also assumes that the distribution is
stationary, which needs not be the case in mobile robotics, where a robot may suddenly
enter a different environment where most inputs no longer match any of the previously
encountered ones. The density approximation becomes more difficult if the number of
experts is not kept constant throughout this process as previously assigned inputs may
have to be reassigned to the new configuration.

Ignoring infrequent but distinct inputs would be catastrophic in the area of mobile
robotics as these infrequent inputs may correspond to the few points where the robot
passes through doorways, junctions, etc., all of which are absolutely essential for suc-
cessful navigation and learning. We propose that the principles of change detection are
more in line with what we need, i.e. for event extraction. This should allow us to perform
an on-line and density independent extraction of experts from a continuous time series. In
the end of this chapter, a general event extraction framework was created, encompassing
the existing (compression based) data reducers. In the next chapter, we construct a novel

(change detecting) event extractor, based on this framework.



Chapter 4

The Adaptive Resource-Allocating

Vector Quantiser

HE TRADITIONAL FOCUS on error minimisation, i.e. compression, is not appro-

T priate for event extraction, as discussed in the previous chapter. Here, an alter-
native implementation is presented which instead is based on change detection. We start
out by formulating five basic principles of how the system should work, and relate these
principles to various existing techniques, which potentially could be used as a basis for
our implementation. As discussed, none of the existing techniques can by itself account
for all five principles, and a novel technique—an Adaptive Resource-Allocating Vector
Quantiser (ARAVQ)—is constructed. We compare the ARAVQ to the most complete
existing event extractor, presented by Nolfi & Tani (1999), and show that besides cap-
turing underrepresented inputs, the ARAVQ can give us the exact same segmentation in
a fraction of time, and we now have the added ability to quickly incorporate dynami-
cally introduced (novel) types of input. In the next chapter, we then look at some uses of
the extracted event streams, and show how an appropriate granularity level of the event

extractor can be derivéd

IMost of this chapter has been published indkef & Niklasson (2000b) and Laker & Niklasson
(2000c).
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4.1 Design Principles

What are the desirable properties of an unsupervised event extractor? Instead of basing
the event extraction on traditional compression (error minimisation), the extractor could
be based on change detection. Then input densities do no longer necessarily have to be
estimated, thereby the learning process can act more quickly. From the discussion of the
problems and shortcomings of the existing techniques, we have identified the following
five principles for constructing the type of system we strive for. The system should be able
to accommodate for virtually any type of input, and not presuppose a certain distribution;

it should handle non-stationary distributions as well. It will be very difficult to capture
these different distributions using a single pre-defined number of experts. Therefore, the

first principle refers to the ability to tune the number of experts during operation:

PRINCIPLE | The system should havemNAMICAL NUMBER OF EXPERTS The
number should depend on the complexity of the input signal, i.e.
it should reflect the complexity of the environment or the agent-

environment interaction.

As the data typically arrives at a high rate, and may be quite high-dimensional, we
will not be able to store all individual data points. The processing should instead be done

continuously as the data arrives into the system:

PRINCIPLE | Incorporation of experts should lmN-LINE, preferably through one-
shot learning. As no density approximation should be necessary, experts

could be formed instantaneously when novel inputs arrive, instead of

slowly being incorporated into the statistical profile.

The system must be able to handle noisy signals, as data may arrive from analogue or
imprecise sensors, where fluctuations may occur. Gradually moving between two high-
dimensional sensory space points several times may entail different trajectories each time,
as all individual sensors (dimensions) may not change in the exact same order each time.

The system should in that case not incorporate each and every of these trajectories as an
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expert; only actual clusters of inputs or input trajectories should be incorporated:

PRINCIPLE | Too manysPURIOUSexperts should be avoided. i.e. experts which do
not really represent a cluster of inputs. That s, a single input should not

automatically create a new expert, even if it is novel (does not match

any of the existing experts).

Just because some inputs are not very common, they should not be excluded. Inputs
like those arriving when passing through a doorway or encountering a junction may be

quite infrequent compared to others, like following a straight corridor:

PRINCIPLE | Experts should take care to also captuleDERRERESENTED (low-
frequency) clusters of inputs, as they may be vital to memorisation and
learning. Rather than basing the expert incorporation on the input fre-
guencies, i.e. more experts for dense regions, it should be based upon
distinctness. In this manner, infrequent inputs will not be ignored or

simply treated as noise.

Experts may not accurately capture the cluster or trajectory immediately upon incor-

poration. They should have some mechanism which provides an appropriate fit:

PRINCIPLE | The experts shoul8INE-TUNE themselves as to capture their inputs
better and better, i.e. to become even more expert at accurately captur-

ing the input cluster or trajectory.

In the following, we focus on vector quantisation (VQ) techniques, as these constitute
the most common and quite powerful approach for data reduction; see Section 3.1.1. We
look closer at the various existing VQ related methods, and investigate to which degree

the above properties are fulfilled.
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4.2 Related Work

One of the most common approaches to clustering using a VQ set of prototypes is the
K-meansalgorithm. This algorithm, however, utilises a fixed number of experts or ‘cen-
troids’ (k to be exact), and processing occurs off-line. This limits the usefulness here,
as we want an on-line data reducer, with a dynamical number of expeéRislated to

K-means, is the Self-Organising Map.

421 The Sdf-Organising Map

The Self-Organising Map (SOM), is a very common unsupervised vector quantisation
algorithm, described in for instance Kohonen (1995). It consists of a fixed number of
model vectors (experts), where the model vectors themselves are arranged in a typically
two-dimensional grid or lattice structure. For each time-step, the winning model vector
m. is determined by calculating the distance from the input veetor and the model

vectorsm;:
¢ = argmin{||z(t) — mil[}, (4.1)
Updates to the model vectors occur each time-step:
mi(t+ 1) = m;(t) + he(t)[x(t) — m;(2)]. (4.2)

Updates are inversely proportional to the distance in the grid or lattice to the best matching
model vector; the closer to the winner the larger the update. The size and shape of the
neighbourhood is determined by the neighbourhood fundtigft), which in turn most

often depends on a learning rate Model vector updates are typically very small, and it
takes several iterations to correctly capture a novel input pattern. In this manner, there are

however no spurious experts as distinct single inputs do not affect the model vectors to

2However, a variation on the K-means, the ‘Segmental K-means’ (Rabiner 1989), has been employed
for limited event extraction from natural audio/visual input, see Clarkson & Pentland (1999) for details.
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any large degree. Typically the size of the changes is gradually reduces iasreased

to obtain the desired convergence. The input distribution is implicitly assumed to be
stationary, as pointed out by Tumuluri, Mohan & Choudhary (1996), and the SOM also
implicitly approximates the input densities, as the learning rule minimises the expected

guantisation error using the Euclidian distance

E= / 2 — mel Pp(a)d 4.3)

In the words of Kurimo & Somervuo (1996), the SOM can thus be considered as project-
ing a continuous high dimensional multivariate probability functén) into a finite set

of vectors in a low dimensional grid maintaining the input space topology. Model vectors
thus are gathered in the centre of high-density zones as shown in the experimental com-
parison of unsupervised clustering algorithms presented in (Bougrain & Alexandre 1999).
Through the model vector update function (Equation 4.2), the existing experts can be up-
dated continuously to accurately capture the clusters. If the learning rate is maintained at
an above-zero level, this could also give the system the ability to track small changes in

the input distribution.

4.2.2 SOM Derivatives

There are several variants of the SOM that incorporate a growing (and possibly also
shrinking) set of model vectors instead of a fixed size set. Generally, this sort of re-
source allocation allows a system to avoid the stability-plasticity problem (Carpenter &
Grossberg 1987a) by leaving existing structures intact as new information is encoded
into completely new structures (Platt 1991, French 1994). This includes the Incremental
Grid-Growing algorithm (Blackmore & Miikkulainen 1993), the Growing and Splitting
Elastic Net (Fritzke 1993), the Growing Neural Gas (Fritzke 1994a) and the Growing Cell
Structures (Fritzke 1994b). These make use of local error measurements (local quantisa-

tion error) and split model vectors with high errors into several ones, thereby eventually
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matching the inputs in that region better. However, it takes time for errors to accumu-
late and trigger the generation of new model vectors, and the growth is still based on
input frequency. A single input may by itself trigger the splitting of a region, if it is very

distinct.

4.2.3 Adaptive Resonance Theory

The family of Adaptive Resonance Theory (ART) networks (Carpenter & Grossberg
1987a, Carpenter & Grossberg 1987b, Carpenter, Grossberg & Rosen 1991), works ac-
cording to the same resource-allocating paradigm employed by the growing SOM-like
techniques. The ART nets contain a set of prototypes (model vectors) which can grow
dynamically as novel inputs are detected. Once such a novel inputis detected, itis quickly
allocated to an uncommitted prototype unit, if it is distinct enough according to a vigi-
lance parameter. Thatis, novelty rather than frequency or density is the basis for learning.
If the input matches an existing prototype closely, achieving ‘resonance’, the prototype is
updated to match the particular input to an even higher degree. The ART networks thus
accommodate for most of the desired properties. However, they have problems coping
with even single noisy input patterns, which result in the incorporation of many spurious
prototypes, as confirmed by Van Laerhoven (1999) and Nehmzow (2000). Also, ART
nets have been constructed as a biological analogue, and thus contain elements which are
not necessarily the simplest or cleanest from an implementational or algorithmical point
of view; a much simpler operational equivalent of an ART net is for instance presented
by Heins & Tauritz (1995). Looking at what the ART nets actually do, they belong to a
larger family of clustering techniques, derived from the quite general Leader clustering

algorithm.

4.2.4 Theleader Algorithm

Most of the algorithms that are strong candidates for event extraction are—from an algo-

rithmical perspective—based on the (Sequential) Leader clustering algorithm (Hartigan
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1975). The algorithm is described below. ART networks are based on Leader with the
added property of only allowing restricted movement of prototypes, thereby avoiding
the risk of cycling prototypes, as pointed out by Moore (1988). (Leader is identical to
Moore’s QLUSTER.) Other examples include the recently proposed Growing K-means
(Machler 1998) inspired by Growing Neural Gas theory (Fritzke 1995), as well as vari-
ations (Kurz 1996, Owen & Nehmzow 1998a, Owen & Nehmzow 1998b) of RCE, Re-
stricted Coulomb Energy (Hudak 1992). Even the recent simple localistic neural network
proposed by Page (2000), based loosely on the principles of ART networks, again has
the characteristics of Leader. Yet another example is the Probabilistic Topological Map
(Gaussier, Revel & Zrehen 1997) which combines the ideas of maintaining the topologi-
cal neighbourhood of a SOM while at the same time employing a learning rule based on
ART principles. By making the Leader algorithm use nearest-neighbour classification
and adding an adaptation operation, we get the general algorithm (Moore 1988, Jain,
Murty & Flynn 1999) depicted in Figure 4.1, which captures the essence of the aforemen-
tioned techniques.

This algorithm is also the basis for the novel unsupervised event extractor presented
in the following. Note that there is a problem using Leader and the derivatives discussed
above for event extraction straight-off, as only distancemreltyis used as a criterion
(Steps 2(a) and 2(b)) for resource allocation. Just because an input is novel does not
automatically mean that it should be incorporated as a new expert. A single input does
not a cluster make. Instead, basing incorporation only on novelty means that spurious
experts can be formed, as indeed confirmed by experiments by Nehmzow (2000). In the
following, we propose and incorporagtability as an added requirement, namely that
there is a group of successive inputs, which effectively form a cluster around the input
location. This simple added criteria means tlsatiation alone no longer determines
resource-allocation, but also that there is a cluster of similar points, i.e. the idea of cluster

compactness added into the equation.

3Standard Leader assigns cases tdfifisé close cluster, not necessarily the closest, thus these will be
largest (Hartigan 1975, page 78).
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1. Choose a cluster threshold value.

2. For every new input vector:

(a) Compute the distance between the input vector and every
cluster's model vector.

(b) If the distance between the closest model vector and the in-
put vector is smaller than the chosen threshold, then classify
the input as belonging to this category. Also recompute (up-
date) this model vector based on the input vector, moving it
a little closer to the input.

(c) Otherwise, make a new cluster with the new vector as its
codebook vector, i.e. allocate further resources.

Figure 4.1: A generalised version of the Leader algorithm.

4.3 Algorithm

The Adaptive Resource-Allocating Vector Quantiser (ARAVQ) we present in this section
dynamically incorporates model vectors, each corresponding to an expert, depending on
the complexity of the input signal. The ARAVQ is based on resource-allocation, incorpo-
rating a growing codebook, similar to Chan & Vetterli (1995), but is not based on overall
error minimisation. The ARAVQ fine-tunes the incorporated model vectors, i.e. the code-
book is not kept constant. Thus, the ARAVQ is based on Adaptive Vector Quantisation
(AVQ) (Fowler 1997). AVQ differs from standard VQ in that the contents of the VQ
codebook can be varied dynamically as coding progresses, thereby allowing the network
to actively track non-stationary input distributions. The ARAVQ is based on AVQ, but

it only makes minor adjustments to the codebook as to not invalidate previous classifica-

tions.
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Traditional vector quantisation technigues generally assume a stable (stationary) prob-
ability distribution, as noted by Gray & Neuhoff (1998). In the case of a mobile robot,
input frequencies may, however, change drastically as the robot encounters new situations
later in its operation. This needs to be taken into account when assigning and updating
the model vectors, as techniques which allocate all available resources (model vectors)
directly from the starting point may have great problems in handling later changes in
the input distribution. There are, however, vector quantisation techniques that handle
changing input distributions. They rely on a re-coding of the existing codebook. This is,
however, a problem if there are previously stored sequences based on the original coding,
which then are invalidated. This problem can be avoided by adwmagnodel vectors to
the codebook instead of just replacing existing ones, like in Chan & Vetterli (1995). That
is, resource-allocation can also be used to handle non-stationary distributions.

The ARAVQ has four user-defined parameters: a novelty criterj@nstability crite-
rion e, an input buffer size: and a learning rate. These parameters are described below.

In order to cope with noisy inputs, the ARAVQ filters the input signal using therlast
input vectorse(t), z(t — 1),... ,x(t — n + 1) which thus need to be stored in an input
buffer X (¢):

X(t) ={z(t),...,z(t —n+1)}. (4.4)

The values in the input buffer are averaged to create a more reliable, filteredz {nptat

the rest of the network:
(t) = —1 En s € X (1) (4.5)
T n 2 Ti; T , .

wherez; is theith member of the input buffer, i.e:(t — i + 1). In effect, this means that
a finite moving average(t) is calculated for the last time-steps. Further, the ARAVQ
maintains a sed/ (t) of experts, where each expert is represented using a model vector.

This set is initially empty (the ARAVQ does not start working until the input buffer is
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filled, i.e, until time-step: — 1):

M(n—1)=0. (4.6)

Additional model vectors are only allocated when novel and stable inputs are encountered,

i.e. when the following criteria are fulfilled:

DEFINITION | The input is considered asOVEL if the input mismatch for the model
vectors, compared to the input mismatch for the moving average, is
larger than the distancé That is, the mismatch between the last
inputs and the existing model vectors is calculated. Similarly, the mis-
match between the lastinputs and the moving averag#t) is calcu-
lated; this is the mismatch which would result if the moving average
was incorporated as a new expert. The gain of incorporating the new

expert, i.e. the mismatch reduction, should be at I&ast

DEFINITION | The inputis considered &FABLE if the input mismatch for the moving
average is below the threshaid That is, the difference between the
actual inputse(t), z(t — 1), ... ,z(t — n + 1) and the moving average
Z(t) is used. The spread of the last inputs should thus be small, thereby

constituting a sort of cluster (a repetitive input pattern).

Each of the above criteria is not sufficient on its own, as only having a novelty criterion
leads to the incorporation of model vectors for single, non-stable, inputs (i.e. suffering
from the same problems as ART and RCE). Only having a stability criterion, on the other
hand, leads to the incorporation of many new model vectors which are virtually identical
to already incorporated ones. This is a simple scheme for enforcing dsstsionand
compactness.e. that new clusters (experts) are different from existing ones, and that the
new experts really represent clusters and not just a stray individual input. When both of
the novelty and stability criteria are met, a new model vector is incorporated, representing

the new expert. The model vector is initialised to the current moving average, i.e. itis
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dropped in roughly the ‘right’ neighbourhood in input space. For convenience, we define
the following general distance measure between a set of (model/filtered input) éctors

and a set of actual inpufs:

1
X)= — mi iz € X v 47
d(V, X) |X|1§r§.1g|lv|{|lxz vil|}sa € X 05 €V, (4.7)

where||.|| denotes the Euclidian distance measure. The distance between the filtered input

and the actual inputs, i.e. the input mismatch for the input average, is defined as:

oy = d({T(1)}, X (1), (4.8)

and the distance between the existing model vectors and the actual inputs, i.e. the input
mismatch for the model vectors, is:
d(M(t), X (1)) |[M(t)] >0
dyrry = _ 4.9
e+9 otherwise
Note that if there currently are no model vectors, il@/(t)| = 0, the distancel
cannot be calculated. Instead, the distance value is set to be large enough for incorporation
of the filtered input (incorporation is still subject to the stability criterion, see below). The
novelty criterion requires that the input mismatch between the model vectors, compared
to a new hypothetical model vector (namely the current moving average), is reduced by
atleasv, i.e. das) — dzy > 6. We also have the stability criterion that requires the input
mismatch for the moving average to be belaw.e. dz;, < e. If both the stability and
novelty criteria are met, the filtered input is incorporated as an additional model vector:
M(t)Uz(t) dzpy < min(e,d -0
Mt 1) = (6) V(1) dary < min(e, duy — 9) (4.10)
M(t) otherwise
That is, the set of model vectofd(¢) is extended to represent an additional input type,

with an accompanying model vecta¥f (¢t + 1) = M(t) U Z(t). (The new expert will
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be available first at the following time-step.) In each time-step, a winning model vector
win(t) is selected, indicating which expert the (filtered) input currently matches:

win(t) =arg _min {[[F(t) —m;[};m; € M(2) (4.11)
If the winning model vector matches the (filtered) input very closely, the (filtered) input
is considered to represent a ‘typical’ instance of the input cluster, and the model vector
is modified to match the input even closer. That is, a sort of fine-tuning of the expert is
performed. The criterion used here is that the model vector for the winning node should
not be further thar from the (filtered) input (this could, however, be viewed as an ad-
ditional parameter of the ARAVQ); if adaptation wabkvaysto occur, the model vector
would be dragged away from the centre each time a transition occurs. The fine-tuning,
or adaptation is similar to the that applied in the Self-Organising Map (Equation 4.2)
(Kohonen 1995), but without the use of a neighbourhood:

a|T(t) — Muyin T(t) — Myin < £
Ay — | O = ] [70) = o < w12

0 otherwise
whereq is a user-defined learning rate. The structure of the ARAVQ is depicted in Figure
4.2.
It is worth noting the special case whete= 1, i.e. only a single input is kept in

the input buffer. In this casé;, = 0 as the input average is always equal to what is in
the input buffer. Consequently, the criteria for incorporation specified in Equation 4.10
reduces to the following, asis generally> 0, andz(t) = z(¢):

Mt)UJx(t) d >4

M(t+1) = HUelt) due 2 (4.13)

M(t) otherwise
As dy ;) specifies the shortest distance to the model vectors, this effectively leaves us
with the simple Leader algorithm discussed in Section 4.2.

Parameters should be setit®> € < 4, i.e. the within-cluster distances are to be lower
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M(t)
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Figure 4.2: The ARAVQ. The last inputs are buffered and used to
calculate a filtered input(¢). This particular network has
allocated two model vectors;; andms; additional model
vectors will be allocated automatically when novel and
stable inputs are encountered.

than the between-cluster distances, and as we are dealing with distances, these values are
non-negative. The role afis to extract compact clusters of inputs, and the rolé isfto
assure that these clusters are isolated. The main role of parametéy combat noise;
high levels of noise can be smoothed out by increasinyf noise levels are very high,
they might also affect (clusters overlap) anéd(clusters spread out). The learning rate
is just used for fine-tuning of the cluster prototypes; this implicitly assumes that there is a
single central point which captures the inputs accurately (see the discussion in Section 4.4
and Section 5.2.4).

Note that the ARAVQ assumes a continuous-valued input space. If, for instance,
binary sensors were used, this would cause no major problems as they could also be con-

sidered as continuous-valued sensors, with highly localised areas where inputs actually
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occur. Noise on such binary sensors, e.g., the sensor indicating a zero instead of a one,
would however cause the model vectors to take non-binary values. That is, the smoothing
occurring due to the input buffer averaging would give non-binary inputs which the model
vectors would be placed according to. This means that instead of providing exact binary
0’s and 1’s, the system could produce slightly deteriorated versions if the noise-level is
high on these binary sensors. In practice, this should have no major effect, as the nearest-
neighbour matching will still assign inputs to the ‘correct’ expert, even if the model vector
states 0.93 instead of 1.00.

4.4 ARAVQ Limitations

The ARAVQ is specifically constructed for sequentially ordered inputs where each model
vector comes to represent a different sub-sequence. The model vectors can be viewed as
pointsin the input space; this implies that only sub-sequences with ‘stable’ signal values
can be represented accurately using such a model vector. This means that the ARAVQ
is limited to input sequences where the signal mean basically remains fixed for a period
of time with some occasional transition to a new signal mean, i.e. to signals with a
piece-wise stationary mean value. However, as is shown in the following, this is adequate
for the segmentation of sequences generated from the sensors on our mobile (Khepera)
robots. If instead regions or paths could be identified in the input space, and represented
using model vectors, sequences of inputs could be captured accurately. Consider, for
instance, situations where a mobile robot travels through a broadening corridor or moves
diagonally through a room, causing a gradual change on the distance sensors. This could
be captured by re-mapping the signal before it is input to the event extractor. We could
for instance calculate thehangebetween succeeding inputs in a manner similar to the
Filtered Derivate Algorithm (Basseville & Nikiforov 1993, page 33), instead of using
FMA to find the abrupt changes in the signal.

On-line algorithms, like the ARAVQ, arerder dependentlain et al. 1999). That is,

the order in which data points arrive has a large effect on the clustering. If the same data
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points are to arrive in a different sequence, a different clustering would result. There is
no obvious way around this, and it is not entirely clear whether it really is a problem.
Different ‘potential’ clusterings would need to be maintained somehow, and some con-
solidation mechanism to decide which way to go. Part of the problem with getting around
order dependence is that if we find at some late stage that a different clustering would be
‘better’, all stored traces of the previous clustering would need to be changed as well, if

the old clustering becomes invalidated.

4.5 Simple Applications

What are the practical advantages of using the ARAVQ? In this section, the working of
the ARAVQ system is illustrated on a simple example and it is compared to the existing

event extractor by Nolfi & Tani (1999).

451 One-dimensional Example

To illustrate how the ARAVQ works, a simple one-dimensional time series was generated
with mean signal value of 0.3 until time-step 50, from which time the mean was moved
to 0.7; uniform noise in the range-0.1,+0.1] was added to the signal (Figure 4.3).
The following parameter values were used: novelty critefica 0.2, stability criterion

e = 0.1, buffer sizen = 5 and learning rate: = 0.03.

At time-step 5, a first model vector is incorporated by the ARAVQ, initialised to about
0.3. As this model vector accurately accounts for the following inputs, no further model
vectors are incorporated for a while. But, at time-step 50, the model vector no longer
provides a good account of the inputs, and as soon as a different stable situation has
been detected, at about time-step 55, another model vector is incorporated. Specifically,
this model vector is initialised to 0.678. This is then adapted, or fine-tuned, based on
subsequent inputs and at time-step 100, it has shifted to 0.697, i.e. the ‘actual’ signal
mean at 0.7 is matched quite closely.

In the classification, model vector 1 thus remains the winner until time-step 55, where
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Figure 4.3: A simple one-dimensional time series where the signal
mean changes from 0.3 to 0.7 at time-step 50. Note: error
bars depict the input mismateh ;) between the last
inputs and the moving averagét) at that time.

model vector 2 takes over. Adaptation of model vector 1 stops at time-step 50 since it no
longer provides a good account for the input; if it always was adapted when winning, it

would drift away slightly each time a transition between situations occurs.

45.2 On-line Segmentation Comparison

How does the ARAVQ hold up to its forerunners? Let us compare the unsupervised event
extractor based on traditional overall error minimisation put forth in Nolfi & Tani (1999)
with the ARAVQ. As we will see, the ARAVQ) captures underrepresented inputs if they
are stable and distinct) is able to achieve the same segmentation in only a fraction of
time, andc) is able to dynamically detect newly signals which are not detected by their
system.

The original Nolfi and Tani experiments were based on an environment with two
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right moto

Figure 4.4: The Khepera mobile robot (a), equipped with eight IR
distance and light sensors (b).

different sized rooms connected by a short corridor. A mobile Khepera robot (see Ap-
pendix A) circled the environment using a fixed wall-following behaviour. This was repli-
cated in Olivier Michel's Khepera Simulator (Michel 1996); see Appendix B for settings.
The Khepera robot with its circular body is shown in Figure 4.4(a), and the placement of
distance sensors is depicted in Figure 4.4(b).

In our replicated simulations, our replication of Nolfi and Tani’s system was (like in
their original paper) able to segment the sensory inputs into classes/experts which can
be interpreted awalls, corridors andcorners The trail that the robot travelled along
the wall is shown in Figure 4.5(a), where the shade indicates the winning model vector
(expert) at each time-step. This segmentation required several hundred of laps to arrive
at, the number of experts (three) had to be pre-specified manually, and the sensory input
had to be re-mapped (through a set of input-to-hidden weights) to enhance the infrequent
input regions.

The same segmentation is obtained by the ARAVQ infits¢lap (about 1,900 time-
steps) in the environment. There is a slight delay afputs before the first corridor and
corner segments are detected, as shown in the figure. On the second lap, when the experts

have been formed by the ARAVQ, the segmentation becomes identical to that of Nolfi
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Figure 4.5: The resulting (virtually identical) segmentation from (a)
hundreds of required laps using the Nolfi & Tani (1999)
error minimising segmentation system, and (b) the first lap
using the change detecting ARAVQ.

and Tani’s. Unlike Nolfi and Tani's system, the ARAVQ could operate directly on the
input sequence, i.e. no re-mapping of the input signal had to be done. The input vector
to the ARAVQ thus had all 10 elements: 8 distance sensor values and 2 motor values, all
normalised to the rang@.0, 1.0]. The parameters used were novelty criterdos 0.9,
stability criterione = 0.2, buffer sizen = 10, and learning ratee = 0.0. That is,no
adaptation was actually used as the buffer size was sufficiently large to filter the signal
on its own. Newly incorporated model vectors were thus initialised to appropriate values
directly, without the need for subsequent fine-tuning.

A similar result can thus be achieved by the ARAVQ in a fraction of time, with no
re-mapping of the signal and without the need to pre-specify the number of experts. If the
environment is modified to contain aaditionaldistinct but not very frequent situation,
another drawback of Nolfi and Tani’'s approach becomes apparent.

Here the concept of corridors which contains a turn, or ‘turning corridors’, was added.
This was not present in Nolfi and Tani’s original experiments. We manually added an ad-

ditional node (i.e. a total of four segmentation nodes), thereby theoretically enabling
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Figure 4.6: The resulting segmentation using four experts in the error
minimising Nolfi & Tani (1999) system; the fourth expert
is set to represent a set of common but indistinct inputs
instead of the much more distinct ‘turning corridor’ inputs.

this concept to be represented by the Nolfi and Tani system. The resulting segmenta-
tion of such a simulation is depicted in Figure 4.6. In only a fraction of the of repeated
simulations—about 0%—the Nolfi and Tani network actually managed to identify a
‘turning corridor’; the result depends on the input-to-hidden mapping which is based
on an initially random weight configuration, introducing a level of stochasticity into the
segmentation process. The distinct inputs of ‘turning corridors’ are mostly ignored as
their system chooses to use the extra model vector for more frequent inputs, namely those
which lay somewhere in the input region between ‘walls’ and ‘corners’. These inputs
are not as distinct as ‘turning corridors’ on the sensory level, but they are much more
frequent, i.e. better to focus on from an overall error minimisation perspective.

The ARAVQ first tries to handle the situation using the existing model vectors. The
best match is theorner model vector. But this model vector does not exactly match the
inputs since there now is a wall on the left side. The ARAVQ swiftly adds a new model
vector forturning corridor, Figure 4.7(a). The next time this situation occurs, this model
vector is used accordingly throughout the encounter, Figure 4.7(b). (There is no sensor
pointing back to the sides, this is why the system producealbsegment just before the

corridor / turning corridor since the inputs depict a wall to the right but nothing to the
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Figure 4.7: A new (fourth) model vector is incorporated by the
ARAVQ as soon as a new situation is detected, for
instance a corridor which turns (a). The uptake region of
the new model vector steals space from the existing model
vectors; thecornermodel vector is no longer activated the
next time this particular situation is encountered (b).

left.) The results were found to be stable and successful in all of a total of 30 replications
of the experiment.

The ARAVQ is capable of single presentation segmentation of the sensory flow of
the mobile Khepera robot. Compared to the earlier models of Nolfi and Tani (Nolfi &
Tani 1999), the ARAVQ approach for segmentation is considerably simpler, requiring no
division of the training into separate phases. The ARAVQ elegantly handles low density
inputs; not basing the placement of model vectors according to input frequency but nov-
elty and stability. Further, and more importantly, the ARAVQ dynamically determines
the appropriate number of categories to use, without the need for any user intervention,
and finally, since the ARAVQ works directly on the input sequence, there is no risk of
catastrophic forgetting due to a reallocation of the hidden space which would be very

damaging in previously used methods for this task.
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4.6 Discussion

A novel variant of Leader was introduced, an Adaptive Resource-Allocating Vector Quan-
tiser (ARAVQ), which manages to avoid the spurious experts which would be incorpo-
rated by the earlier Leader algorithms. The ARAVQ incorporates experts quickly, using

a single presentation of the input sequence, and can fine-tune existing experts each time
they re-occur. It can work directly on the input signal, thereby no longer requiring a re-
mapping of the input signal, nor a division of the learning processing into different phases,
which might be necessary in error minimisation-based event extractors. The ARAVQ’s
performance was compared against another recent event extractor, and it was shown that
the ARAVQ coulda) capture underrepresented clustéidearn the same segmentation

in a mere fraction of time, and) swiftly learn newly introduced situations (warranting

new experts) in an on-line manner, which were not correctly captured by the existing
technique. In the next chapters, we employ our new data reducer to the memorisation
problems of Route Learning, Novelty Detection, and finally The Lost Robot Problem.

We then move on to learning, and the Road Sign Problem.



Chapter 5

Memorisation Problems

ROM THE STEADY FLOW of incoming sensory readings, a sequence of events is
F extracted by the event extractor. The resulting event sequence can be thought of as
areduced sensory flovepresentation as it captures the main characteristics of the signal,
but details about particular input patterns have been filtered out. We here look at how
these reduced sensory flows can let us handle Route Learning, Novelty Detection and the
Lost Robot Problerh

5.1 Reduced Sensory Flows

As discussed, the memory capacity of mobile robots is often very limited due to en-
ergy consumption and size constraints so storing all individual inputs for future refer-
ence may be very difficult. Even if they could be stored explicitly, finding rede-

vant information—for tasks like environment identification and environment modifica-
tion detection—among hundreds, or thousands, of stored inputs is an intractable task.
Instead of storing each individual input, the inputs can be filtered and a very compact
reduced representation can be stored of the entire input sequence. The idea is captured in
Figure 5.1.

That is, instead of storing each and every input, i.elogk based segmentatiosee

IMuch of this chapter has been published indkaf & Niklasson (2000a) and Laker & Laurio (2001).
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Figure 5.1: (a) The multidimensional sensory input arriving at each
time-step. (b) An unsupervised event extractor assigns
each input to one of its experts, i.e. a spatial filtering. (c)
Repetitions of expert assignments are removed and only
the transitions remain, as events, i.e. a temporal filtering
takes place.

Figure 5.2(a), the system could extract a more compact representation of the environ-
ment, using anevent based segmentatjsee Figure 5.2(b), a distinction put forth in
Mozer & Miller (1998).

That is, as long as the current input matches the current extractor expert (see Chap-
ter 3), a duration counter is simply increased, but if another (possibly even new) expert
matches the input, an event is generated and the counter is reset in order to count the
number of repetitions This process enables the system to just store expert use (i.e. a
sort of quantisation) and some counters, something which normally can be dorfarwith
less space than the individual inputs. This is analogous to the use of a counter in Nolfi

& Tani (1999) to provide their higher level prediction network with more information,

2Here assuming that the inputs only depict the doorway time-steps 16 to 24; this is not the case with the
actual robots used in the following simulations and experiments as they have sensors on the front-end sides
which start to detect signs of the doorway several time-steps in advance.

3This is analogous to imed event sequen¢€assandras 1993) in DES, but here times are specified
relative to each other rather than as absolute time points.
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(a) Clock based segmentation
aaaaaaaaaaaaaaaabbbbbbbbaaaaaaaaaaaaaaaa

(b) Event based segmentation
0 4 8 12 16 20 24 28 32 36 40 a..b.a
time step 1678716

Figure 5.2: Clock baseds. event based segmentation of the inputs
from this corridor.

while Nehmzow (2000) used a similar counter to differentiate between walls of differing

lengths in a localisation task.

DEFINITION | A REDUCED SENSORY FLOwconsists of a sequence of events, ex-
tracted from the input signal; duration counts for these events may also

be included.

The reduced sensory flow is effectively a losag-length encodingf the underlying
sensory stream. In the following, three applications are presented for reduced sensory
flows: Route Learning, Novelty Detection and dealing with the Lost Robot Problem.
During the presentation of these tasks, effects of different event extractor configurations
are also shown and properties of the extracted event sequences (reduced sensory flows)

are presented.

5.2 RoutelLearning

Letting a robot run around in an environment, the event extractor produces an reduced
sensory flow representation of what it has encountered along its route. We here look at
what is contained in such a reduced representation, i.e. to which degree it has actually
captured the structures. This is done by looking at the individual experts which are formed

during the route, as well as the sequence in which they are used. The presented technique
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for analysing the extracted experts uses a simple inversion of the robot’'s sensory and
motor systems. We also show how this technique can be used to construct crude maps

from just the reduced description of the sensory flow.

5.2.1 Memorised Route Visualisation

If the agent was let loose to explore the environment, and thereby form a set of experts
on its own, it would be of great value to have a mechanism by which the experts could be
analysed. A simple approach would be to manually observe when the different experts are
employed by the agent. We here show that instead of waiting for the agent to (by chance)
encounter a situation which corresponds to a certain expert, we can directly display the
expert using an inversion of the agent’s motor and sensory systems. That s, we display the
perceptions and actions the agent has associated with the expert. We also show that this
technique in fact can be used to construct global maps using just the very compact reduced
sensory flow. These global maps can be used as validation that the reduced sensory flow
correctly has captured structures which indeed are present along the route, and that no
important information has been lost during the mapping to the reduced representation.

In particular, we here present a technique for analysing the experts of an ARAVQ. The
technique is based on the property that the ARAVQ places model vectors, representing
the different experts, directly in input space. This is a unique property of the ARAVQ
which is not present in Nolfi and Tani’s systems (Tani & Nolfi 1998, Nolfi & Tani 1999),

i.e. the inversion techniques presented here are not directly applicable to their system,
unless some sort of ANN inversion technique is applied, like that presented by Jacobsson
& Olsson (2000).

5.2.2 Experiments

In order to show how the ARAVQ is able to adapt to routes (input signals) of differ-

ing complexity, a set of environments were designed using the Khepera Simulator 2.0
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(Michel 1996), see Appendix B for settings. (The simulator was extended with an im-
plementation of the ARAVQ and with some additional plotting functionality.) The en-
vironments differed with respect to overall size and the amount of motor control needed
to guide the robot around the environment using a wall-following behaviour. After some
initial experiments, the following parameters were found to provide an adégemen-
tation: § = 0.60, ¢ = 0.20, n = 10 anda = 0.03. These parameter settings were used in
all of the following experiments, in order to show how the ARAVQ is able to adapt on its
own, without external influences or guidance (such as providing information about how
many different experts the segmentation should be based on).

The input vector consisted of ten sensor values: eight distance sensor readings and two
motor readings. This meant that the ARAVQ had a total of 100 input upifs){ = 10
andn = 10). All values were normalised (linearly scaled) to the rafige, 1.0] before
they were fed as input. As mentioned previously, the Khepera simulator was extended
with additional plotting functionality, namely the capability to plot the winning model
vector (expert) in each time-step. Each model vector was assigned a different colour
(corresponding to different shades in the following pictures), and a large circle was drawn
behind the robot in each time-step, using the colour of the winning model vector. The
segmentation of a simple rectangular-shaped environment is shown in Figure 5.3.

The wall-following controller used in these experiments was a very basic system im-
plemented as in Figure 5.4. The Khepera distance sensors give integer readings between
[0,1023], where O corresponds to no object present within sensor range, and 1 023 corre-
sponds to an object being very close to the sensor. The two motors can be set indepen-
dently to integer values between [-10,10], where positive values make the wheel rotate in
forward direction.

Any ‘peculiarities’ of the wall-following behaviour show up in the segmentation; this

particular wall-follower implementation tends to over-steer when it encounters corners,

4In these experiments, we were mainly concerned with how well the segmentation captured the main
features of the environment, i.e. whether a global map could be reconstructed from the segmentation. As
discussed in the previous chapter, the definition gibad segmentation must be in relation to whether
it (quantitatively) improves the performance, or fithess, of the robot in relation to a task; not just for the
evaluation of an external observer.
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Figure 5.3: Segmentation acquired using the ARAVQ and a simple
wall-follower which guides the robot (counter-clockwise)
along the wall. The ARAVQ has automatically allocated
three model vectors (experts) for this particular
environment (represented here by different shades).

/* Right wall follower */
if (sensor[5] > 300) {
/* wall too close, turn left */
motor [LEFT] = -2;
motor [RIGHT] = 5;
}
else if (sensor([6] < 300) {
/* losing wall, adjust right */

motor [LEFT] = 5;
. motor [RIGHT] = 2;
else {
left motor right moto /* move straight ahead */
motor [LEFT] = motor [RIGHT] = 5;

}

Figure 5.4: Code for the simple wall-follower.

which requires the robot to turn to the right to not lose contact with the wall after the turn
(this is why the blackight adjustsegments occur after the corners in Figure 5.3).

An interesting property of the ARAVQ is that it places its model vectors directly in
input space. This is not the case for, e.g., Nolfi & Tani (1999) where the model vectors,
or ‘prototypes’, are placed in the hidden activation space of an ANN prediction network.

That makes their system sensitive to reallocations of the hidden space which occur when
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the system is learning. Thatis, prototypes which remain in their previous location will be-
come invalid as the inputs which they originally corresponded to may have been mapped
somewhere else in hidden activation space. As we show in the following, this ARAVQ
property of placing the model vectors directly in input space, allows the analysis of the

experts, based on an inversion of the robot’'s sensor and motor systems.

5.2.3 Expert Inversion

As depicted in Figure 5.3, the ARAVQ detected three novel and stable types of inputs in
the sensory flow, and it assigned a model vector (expert) to each of them. The extracted
model vectors are shown in Table 5.1. The values were truncated to two decimal digits,
for presentational purposes. Also, for convenience, the model vectors have been labelled

alphabetically in all of the following pictures, insteadrof, m., ms, etc.

Table 5.1: The extracted model vectors for the environment in
Figure 5.3. The first eight values correspond to the eight
distance sensors, the ninth value to the left motor sensor
and the tenth value to the right motor sensor.

extracted model vectors

a 0.000.000.000.000.190.990.000.000.740.74
b 0.000.000.000.000.030.310.000.000.750.64
¢ 0.000.000.000.060.911.000.200.190.400.75

The extracted 10-dimensional model vectors can be de-normalised (Figure 5.5, left)
to get the actual sensor readings and motor commands for the expert. By analysing the
sensors, and building a distance-vs.-activation table, we can find out which distance a
sensed obstacle needs to be at, in order to produce a given activation on the sensors. This
table can then be inverted in order to find the appropriate distance to the wall when we

have a given sensory activation, as is the case with our model vectors. That is, we can plot
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the location where walls ‘ought’ to be, given a certain activation pattern on the sensors.
How this may look is shown in Figure 5.5 (middle). This particular expert seems to
correspond to the agent encountering a corridor. (The figure actually depicts the inversion

of extracted model vecterfrom the segmentation in Figure 5.10, below.)

de-normalisation sensor inversion motor inversion

0" ‘@i

Figure 5.5: Input space model vectors are de-normalised, the sensors
are inverted to find the corresponding environment, and
the robot is then moved according to the motor activations;
here it has been moved for 30 time steps.

Further, since the model vectors also contain the motor commands, or, more ac-
curately, the activations of proprioceptive motor sensors, at the time where the expert
was ‘active’, the robot can actually be put into motion. (The model vectors, when de-
normalised, provided continuous values rather than discrete integer values. The continu-
ous values were used in these experiments, for greater accuracy.) Figure 5.5 (right) shows
how a simulated robot can be moved according to the extracted motor activations; in each
time-step the corresponding environment from the sensor inversion is plotted to provide
a space-time representation of the extracted model vector. (The gray trail represents the
path the robot has taken.) A lap in the environment corresponds to the reduced sensory
flow depicted in Table 5.2: 169 time steps where model vectoas the closest match,
followed by 26 time-steps af, 14 ofa, 17 ofb, etc.

Using this reduced sensory flow with the sensor and motor inversions of each expert
(plotting the environment for each time-step and moving the robot), a simple global map

of the environment can be reconstructed (Figure 5.6). The robot starts out in the bottom
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Table 5.2: The extracted sequence of model vector winners for one lap
in the environment in Figure 5.3, using the extracted model
vectors shown in Table 5.1.

extracted reduced sensory flow

a169 C26 a’l4 b17 a63 027 a12 b21 a168 C27 a’lS bl? a68 C26 a12 b22

left corner, where it also ends up, having moved counter-clockwise through the (recon-

structed) environment.

%

Figure 5.6: Reconstructed global map using the reduced sensory flow
for thesecondap and the inverted sensor and motor
systems.

A lap in the original environment (Figure 5.3) corresponded to about 702 time-steps.
The reduced sensory flow represents this using just 16 ‘symbols’, i.e, the compression
ratio is roughly 44:1. A remarkable feature is that the robot actually ends up where it
‘ought’ to be, i.e. back at the beginning, even though it has been moved during inversion
for 702 time-steps without any positioning information. This was, however, not the case

during the first lap, in which the ARAVQ actually missed the first corner, but the ARAVQ
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has soon incorporatedarner expert which is fine-tuned by adaptation in subsequent
encounters (Figure 5.7). The first encounter with a corner was here missed by the system
(segmentation shown at top); it was not stable enough and was thus treated as noise. The
ARAVQ immediately incorporatesght adjustat the first encounter (it is both stable and
novel) and detects theornerfirst at the second encounter (top right corner in the world).
This has a dramatic effect on the reduced sensory flow where sharp corners are captured

correctly as soon as the ARAVQ has allocated a model vector for such inputs.

Figure 5.7: Reconstructed global map using the extracted sequence of
model vector winners for thiégrst lap and the inverted
sensor and motor systems.

If the robot instead is placed in a simpler, circular environment (Figure 5.8), the AR-
AVQ adapts to the inputs and allocates just a single expert (Table 5.3); which is all that is
needed in order to provide a good account of what is going on (Figure 5.9).

Here, a single lap in the original environment corresponds to about 850 time-steps,
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Figure 5.8: A very simple circular environment.

which are represented using a single ‘symbol’ in the reduced sensory flow. In practice,
this means that the sequence of experts wikbgptysince an expert label is only printed
onceanotherexpert is the winner; something which will never happen. Thatis, the expert
labela will never be printed; the counter for the expert as a winner can be considered to
be .

A more complex environment is reflected by the incorporation of more experts. Fig-
ure 5.10 shows such an environment, in which the ARAVQ allocates 5 different experts
(Table 5.4).

Inversions of each of the 5 experts from the environment in Figure 5.10 are displayed
in Figure 5.11. The characterisation of model vedtdrere described dsft turn (ending)
is made difficult by the fact that it does not only appear in one context; it actually appears
on its own in the reduced sensory flow, without te# turn (beginningkexpert.

The complexity of the environment or route is also reflected in that the length of the
reduced sensory flow is quite long; in this world, 45 ‘symbol’ instances were used to
describe a single lap (Figure 5.12). The inversion procedure shows (Figure 5.13) that

the extracted model vectors, and the sequence of winners, have captured the structure of
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Table 5.3: The single model vector that the ARAVQ allocates for the

circular environment in Figure 5.8. This single expert will
constantly be the winner.

extracted model vectors

a 0.000.000.000.000.24 0.99 0.000.000.72 0.75

extracted reduced sensory flow

Figure 5.9: The reconstructed circular environment using the model
vector from the first lap; for presentational purposes we
show only 900 inverted steps using this model vector. The
robotshouldhave needed only 850 time-steps for a single

lap; the model vector is adapted during subsequent laps to
capture this.
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Figure 5.10: A quite complex environment which will generate many
different input patterns in the sensory flow.

Table 5.4: The 5 model vectors extracted from the environment in
Figure 5.10.

extracted model vectors

0.00 0.00 0.00 0.00 0.090.750.00 0.000.750.75
0.00 0.00 0.00 0.00 0.01 0.26 0.00 0.00 0.75 0.61
0.000.04 0.991.000.990.81 0.06 0.00 0.40 0.75
0.000.000.010.110.94 1.000.23 0.20 0.40 0.75
0.990.550.00 0.00 0.090.78 0.00 0.00 0.75 0.75

D _//L O R

the environment in quite striking detail. Again, in the simulated movement, the robot
actually ends up in approximately the correct position, even though it has been moved for
1 866 time-steps without any odometry or global positioning information. This is partly
due to the fact that the motor settings have been smoothed and averaged in the ARAVQ
extraction, and that no noise was applied to the ‘imaginary’ movement. The reduced

sensory flow that the ARAVQ has extracted has accurately captured the structure of the
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Figure 5.11: Each of the 5 experts from the environment in
Figure 5.10, sensor inverted (top), and also with motor
inversion (bottom). The robot faced forward and has then
been moved for 20 time-steps for each expert during
motor inversion. The experts can be described as follows:
wall, right turn, left turn (beginning), left turn (ending)
andcorridor.

environment; a lap in the environment depicted in Figure 5.10 is originally about 1 866
time steps, and the reduced sensory flow only contains 45 ‘symbols’, i.e. the compression
ratio is roughly 41:1.

The reduced sensory flow corresponds to the sequence of experts. Each time another
expert is chosen, compared to the previous time-step, another piece gets added to the
reduced sensory flow. Generally, the greater the number of experts which the system has
incorporated, the greater the probability that another expert will be the winner. This is
because all experts share the same (input) space. If an additional expert is incorporated, it
unavoidably will need to ‘steal’ space from the other experts, space which previously led

to them being the winner for that input. This also has another side effect, namely that as
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extracted reduced sensory flow

a233 Cl5 dl2a’18b19 a7b53 a’52 016 d13a17b14a237cl6d12a’15 b12
a’75 6131 a106 015d13a14 b15 a’176 Cl6d12 a’14b18a17cl7d12a17b17
a3 bllO a’64 b36a102 d10a36 015 d12 a’16b16

Figure 5.12: The complexity of the environment in Figure 5.10 is
reflected in that a single lap needs 45 winners in order to

be stored.
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Figure 5.13: The reconstructed environment shows that the extracted
model vectors and the winner sequence, of the third lap,
have managed to capture the environment’s structure to a
striking degree.

new experts are incorporated, previously encountered situations may be treated differently
the next time they are encountered; they are seen ‘in a new light'. Compound experts such
as turning in a corner can be split into two separate experts swealbsppeared in front

andturning left and walls to the front-rightf one of these is encountered on its own,
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without the other (provided that it also is novel and stable enough for incorporation). No
experts are ever removed in the ARAVQ; once something has been encountered which is
novel and stable, itis incorporated into the system as an expert and remains there, awaiting
any future occurrences. In this manner, the robot does not need to re-learn inputs it has
once been able to handle, but is able to draw on whatever associations had been made on

previous encounters, no matter how long ago they actually occurred.

5.24 Limitations

The presented sensory-motor inversion implicitly assumes that the inputs of each expert
are homogenous to a certain degree so that a single point represents them all adequately.
What happens if the inputs for the expert have a multi-modal or non-uniform distribu-
tion? The corners represent one such situation. Inputs belonging to this expert are not
uniformly distributed across the uptake region; they are in fact sequentially ordered as
going from activation to the front and side sensors, to activation on the back sensors as
the corner is traversed. One way to improve this would be to use a sequential repre-
sentation inside each expert, to capture the sequential nature of the inputs. A different
inversion procedure would then have to be constructed, which is able to re-trace this tra-
jectory. Another alternative would be to represent the inputs differently, e.g., mapping
them onto a directional and velocity vector. That would assume that the signal had a con-
stant change during different periods. Or, as mentioned above, the expert could simply be
split into several ones, thereby achieving an individually higher matching, and inversion,
performance. The ultimate question, however, is whether we rneadigla high granular-

ity for corners; why should we want it at all? In the current experiments, we wanted to
get ‘crisp’ representations that could be inverted to a map of the travelled route, to show
that the route indeed had been learnt to some degree. In coming chapters, we will look
at filtering of the extracted event streams, where ‘irrelevant’ data will be removed. This
will be based on feedback based on a specific learning task; details are to be found in later

chapters.
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525 Summary

We have here presented a technique for analysing routes, extracted and stored as reduced
sensory flows. This was previously done by trying to manually correlate model vector
winners with a distal observation of the agent’s behaviour, see, e.g., Nolfi & Tani (1999).
We have shown that by ‘inverting’ the robot’s own sensor and motor systems, a relatively
unbiased interpretation of the agent-environment interaction can be obtained. The in-
version shows how the agent perceives the environment through its own ‘eyes’ (sensory
systems) and also shows which actions the agent associates with the different situations.
The experts which are extracted by the ARAVQ capture a remarkable amount of infor-
mation about the environment’s structure along the route. In fact, global maps can be
extracted from the reduced sensory flows which the ARAVQ produces, even though the
inputs to the sensory flows by themselves contain no positioning information whatsoever.
This property instead emerges from the agent-environment interaction which underlies

the sensory flow.

5.3 Novelty Detection

This second set of memorisation experiments deals with a system for detecting different
types of changes in a mobile robot environment. The system uses the reduced sensory
flow representation as a compact event based reference representation of the robot’s en-
vironment, of how itshouldlook. The reference representation is then used during patrol

to detect deviations such as doors having been previously open but now closed, moved
objects, shortened or extended corridors, widened openings, etc. All these situations lead
to the incoming sensory patterns during patrol not matching the stored reference repre-
sentation, and thus the robot can alert security. This is similar to the approach in Nolfi &
Tani (1999), but we provide a more thorough look at the different types of modifications
that can be detected, do it with real robots as well as in simulations, show how the system
can benefit from adding reference points in the environment, making it possible to detect

minute changes in the surroundings.
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5.3.1 TheProblem

Consider a small automated robotic vehicle which travels the corridors of a high-security
building. The robot monitors the environment, matching incoming sensor readings with
stored representations of howoitightto look, and quickly alerts security in case a sig-
nificant mismatch, or change, has been detected. One important part of this monitoring
system is the ability to detect novel input patterns, i.e. inputs which do not match any-
thing previously encountered. This is commonly referred thlagelty Detectionwhich

for instance can be implemented using very simple habituating Self-Organised Maps like
that presented in Marsland et al. (2000). Detecting ‘unusual’ inputs constitutes only a
small part of what the monitoring system needs to be able to do. In the following, we
present a look at several different types of modifications that all could be considered as

‘novel’.

5.3.2 Environment Modifications

Note that before the monitoring can take place, the robot needs to build some sé#t of
erence representatioof the environment, depicting how shouldappear during patrol.

That is, the robot should learn what a ‘normal’ environment looks like. When sgpaato

trol mode the robot should then report any significant deviations from the norm. Different
examples of changes to the environment, all of which the robot should be able to detect,
are shown in Figure 5.14. As we will show, the nature of the reference representation is
influenced by the sorts of changes we require that the robot should detect.

The simplest case is that of detecting new ‘types’ of inputs, or what weTgpk
Noveltydetection, i.e. inputs which have never been encountered during training. An
example is shown in Figure 5.14(a), where only one type—or ‘expert’ as we will re-
late these to in the following—namegorridors, has been encountered during training,
whereas two input typesprridorsanddoorways are detected during patrol. These sorts
of changes can be detected by simply storing as a reference representation the set of input

types encountered during training. When patrolling, the inputs are matched (with some
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reference patrol reference patrol

o- o- o- O-
(@) Type Novelty (b) Type Absence

reference patrol reference patrol

o- o- o- O-
(c) Instance Novelty (d) Instance Absence
reference patrol
o- o-

(e) Instance Modification

Figure 5.14: Different types of environment modification. Cases (a)
through (e) require increasingly complex reference
representations in order to be handled by the system.

tolerance for noise) against this set; if the input is not similar to anything in the reference
representation, the robot sets off the alarm.

Similarly, removal of an input type constitutes the problem of what weTlggde Ab-
sencedetection. This is depicted in Figure 5.14(b) where the reference representations
would contain open doorways but none are encountered during patrol. The habituation
mechanism described by Marsland et al. (2000) would not, for instance, detect this as it
has no mechanism for actually detectmgssingnputs. This could, however, be achieved
by again storing all known (expected) input types and comparing against the encountered,
but with some added complications such as determining exactly at what point the input
type should be deemed as missing, as it might very well be encountered at the very next
time-step, or the one following that.

A somewhat more difficult task, which also is difficult to achieve using just a habituation-

based system, is that tfstance Noveltgletection, i.e. detecting wheditionalinputs
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from a type have been inserted, see Figure 5.14(c). The reference representation would
need to contain the expectadmberof inputs for each input type. (Such a system would,
however, not detect if the inputs where ordered differently, e.g., one long doorway could
have been replaced with two smaller doorways at different locations.) Simlizstgnce
Absencaletection implies that the system should be able to detect when the number of
inputs for any of the types has decreased during patrol, as is depicted in Figure 5.14(d).
Even more difficult is the situation where the robot should be able to detect when
something in the environment has changed position—or been otherwise changed—what
we callInstance Modificatiomletection. One such situation is depicted in Figure 5.14(e)
where the door which was open during training has been closed but an adjacent door has
been opened instead. To detect such occurrences, the reference representation needs to
contain the actual points in space (or time, as we will show) at which the inputs should
occur, again simultaneously coping with noise, occurring due to sensory fluctuations and

wheel slippage.

5.3.3 Reference Representations

The complexity of the reference representation determines the types of changes which
the system is able to detect, the most complex change being tihadtahce Modifica-
tion. In order to cope with these sorts of modifications, the system needs to store a quite
detailed picture of the inputs which should be expected at each time-step. Clearly, storing
all individual inputs associated with, say one lap in the environment as a reference rep-
resentation, and directly checking input-for-input during patrol, will not suffice. This is
because on the next lap, the individual inputs will be different both due to sensor noise
and because of wheel slippage, inputs may be skipped, or inserted. We here constrain
ourself to only looking at environments in which the robot can do wall-following around
the perimeter, as this provides a systematic and reproducible account of the environment.
The event based segmentation provides a natural solution to dealing with the prob-
lem. Theexpertsdirectly correspond to the different inpiypesdiscussed in the previous

section. Coping with removed or inserted inputs of the same type, can be done by letting
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input segments like,, tolerate matching with a wider set of duration counts during pa-
trol. (For instance, a0% tolerance would allow matching @, througha,,,.) Further,

any modifications like widened door openings or position movements, are directly re-
flected in that the duration counts for events have been altered, compared to the reference
representation. Thus, all this requires that the system has the ability to extract an event
based segmentati@am-ling, i.e. during patrol, and to compare it with the stored reference

representation. The next section describes a set of such experiments.

5.34 Experiments

The ARAVQ was set to extract a reference representation of a mobile Khepera robot’s
environment. The simulated version (Michel 1996) of the Khepera robot and the simple
wall following program which controlled it are shown in Figure 5.15. (The distance
sensors have integer valued activation in the rdag)23] and each motor can be set to

an integer value in the range 10, 10].)

if (semsor[5] > 200) {
/* wall too close, turn left */
motor [LEFT] = -2;
motor [RIGHT] = 5;
1
else if (sensor[6] < 800) {
/* losing wall, adjust right */

1 motor [LEFT] = 5;
motor [RIGHT] = 2;
1
else {
left motor right moto /* move straight ahead */
motor [LEFT] = motor [RIGHT] = 5;

}

Figure 5.15: The Khepera robot and the controller used in the
experiments. The robot has eight distance sensors
(labelled 1 through 8) and two independently controlled
wheels (the front of the robot is facing towards the top).

A real-world Khepera was also employed in these experiments. The setup consisted
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of a 1m by 1m arena with rearrangeable wall segments, thereby enabling modifications

during run-time. One of the used environments is shown in Figure 5.16.

Figure 5.16: One of the used environments.

The Khepera robot was connected to a laptop via a serial interconnect cable with a
rotating contact for free robot movement. The laptop received the Khepera sensor read-
ings in real-time and sent appropriate control commands to guide the robot through the
environment. Initial experiments using the Khepera radio turret were also conducted but
the resulting communication bandwidth was deemed insufficient to accurately guide the
robot in real-time, and thus the serial cable was used instead. The entire setup is displayed
in Figure 5.17.

The eight distance sensor activations and the two proprioceptive sensors for the motors
were normalised to the rande.0, 1.0] and fed as a ten-dimensional input vector to an
ARAVQ with the following parametersi = 0.75, ¢ = 0.20, n = 10, anda = 0.05. As
the robot moved about in the environment, the ARAVQ analysed the inputs, extracted a
set of experts, and used these experts to classify individual inputs. This classification is

shown as a trail in Figure 5.18, where each colour depicts the expert which the input at that
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Figure 5.17: The real-world Khepera experiment setup with a laptop
connected via a serial cable.

position was classified as belonging to. The figures in the following display the simulation
segmentation as it would be difficult to produce a similar coloured trail in the real world.
No notable difference was detected in terms of sensory and motor signals between the
real-world setup and the simulator; the exact same control program was employed for
both.

The ARAVQ here extracted three experts, roughly correspondirmgiadors, cor-
nersand doorways This is because the corners are the only points where the wheel
motors are repeatedly set to different values, and the doorways are the only points where
the left sensors detect no walls, i.e. where they give off very low activations; something
which the ARAVQ swiftly picked up. The extracted event based reference representation
for the environment’s perimeter is shown in Figure 5.19. (As was shown earlier, also
using more complex environments, such a sequence in fact captures the spatio-temporal

characteristics of the underlying sensory flow to a striking degree. In fact, it could be used
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Figure 5.18: Segmentation for a counter-clockwise run along the
perimeter, using the ARAVQ. The ARAVQ extracted
three experts; in light grayz, in black: b, and in dark

gray:c.

to recreate a picture of the visited part of the original environment.)

reduced sensory flow

a’350 022 b24 Cl3 a’175 036 a’139 022 b24 Cl3 a’61 C75 a88 059 aﬁl 025 b24 Cl4 a’257 059 a’33 024 b24 Cl3

Figure 5.19: Reduced sensory flow for one lap in the environment’s
perimeter.

Once areference representation had been extracted, the robot waszatrolitmode
During patrol, the sensory inputs were classified using the ARAVQ, and the resulting
reduced sensory flow was compared on-line with the stored reference representation. If a
mismatch was detected, the robot stopped and sounded the alarm. A toleraie%f
for the duration counts was used; the standard deviation increased linearly with the length
of the duration counts, see Figure 5.20, and was on average Ab@utA set of different

modifications, shown in Figure 5.21, were tested:
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Figure 5.20: Averages and standard deviation for duration counts from
100 laps in the environment depicted in Figure 5.18.

In Figure 5.21(a), the upper left doorway was closed. The system detected this
instance absence as the duration count for the corridor came to exceed the tolerance,

i.e. the doorway did not appear as expected.

e As shown in Figure 5.21(b), the upper right doorway was moved slightly to the
right. This instance modification was also detected as the duration count for the

corridor was now below the lowest tolerance.

e Another doorway was opened in Figure 5.21(c). This instance novelty was detected

as a doorway was not supposed to occur for several time-steps.

e Finally, in Figure 5.21(d), the bottom left doorway was widened slightly, i.e. an
instance modification. Interestingly, the system did not detect that the doorway
began too soon (see below), but it instead did pick up on the fact that the doorway

itself was longer than usual.

The reason that the system did not detect that the doorway in Figure 5.21(d) started
earlier than expected was due to the fact that the duration count for the expert which

preceded it (i.e. the corridor) was very large. This, in turn, made the tolerance increase
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Figure 5.21: A set of different modifications to the environment. The
robot correctly detects each situation, stopping where the
anomaly is detected, and sounding the alarm.

to a point that the change was within the normal fluctuations. This can be considered as
analogous to the situation where we should determine whether two objects (such as two
doorways) are 101 or 102 meters apart simply by pacing out the distance between them.
The problem is that errors tend to accumulate with distance. Conversely, we generally
have no difficulty in distinguishing if the objects are 1 or 2 meters apart (the same absolute
difference). The reason for this is, at least in part, that the reference points are much
closer, and the errors will not have had the opportunity to accumulate. To test this in

the modification detection system, we introduced another reference point, closer to the
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doorway. As shown in Figure 5.22, the original environment was modified to include
another open doorway. This doorway served as a closer reference point, and consequently,
when the robot was again set to patrol the environment, it could now detect earlier that

the doorway had been widened.
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(a) New reference room (b) Door widened

Figure 5.22: Example of reference points and detection. The system is
able to use the inserted open doorway as a reference
point and can thus quicker determine that the next
doorway has been modified.

This indicates that the robot may actually benefit from patrollingniore complex
environments, i.e. environments which have a more frequent switching of experts, in that
the system can use the expert switches (events) as reference points in order to detect even

smaller modifications, not only quicker, but also more reliably.

535 Summary

We have shown a simple system for detecting different ‘novel’ configurations of a mobile
robot environment. The system is based on the extraction of an reduced sensory flow
from the continuous-valued input stream. The robot first travels around, using a simple

wall following controller, and records the state of the environment ahauld look.
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This reference representatiois then used during patrol to detect deviations. We have
shown that the robot can detect a wide variety of modifications such as doors having been
previously open but now closed, moved objects, shortened or extended corridors, widened
openings, etc. All these situations will lead to the incoming sensory patterns during patrol
not matching the stored reference representation, and thus the robot will alert security.
Finally, we also showed that the system can benefit from additional introduced reference
points in the environment, thereby making it possible to detect even more minute changes

in the surroundings.

54 ThelLost Robot Problem

The third and final robot memorisation task we look at is the Lost Robot Problem. Con-
sider an automated window cleaner which works its way through an office building and
cleans the windows. Each room may have its own cleaning specifications, e.g., windows
in front of the building, near the entrance, should be cleaned more frequently than others.
Personnel may at any time do a manual override and move the robot to their own office,
or any other part of the building, and command it to immediately clean their windows.
When finished, the robot should resume its normal duties. This will, however, require that
the robot finds out where it is in the office environment. This problem is known as the
Lost Robot Problem (Nehmzow 2000). The robot needs to gather evidence about where
it presently is located in the environment.

It may, however, be very difficult to find out where the robot is located based on
the information available from the sensors as the environments can look very similar.
That is, the robot is experiencing the problempefrceptual aliasing-there are many
different locations in the environment which correspond to any given input. In fact, the
environments may even be so similar that they contain no unique landisiaakls but
still, the robot should somehow be able to find out where it is located. Taking into account
sensor inputs over a long time, the robot will be able to identify in which environment it

has been placed, as proposed and shown in Nehmzow & Smithers (1991). We here show
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a much quicker approach, where an arbitrarily large number of inputs can be taken into
account instead of just a limited (pre-defined) window of past events. The approach for
localisation presented in Duckett & Nehmzow (1996) is also similar to what we will be
doing, as well as the approach for characterising an environment presented in Nolfi &
Tani (1999). However, we use a standard dynamic programming approach instead of a
ratherad hochypothesis matching scheme, and identifyltipleenvironments instead of

just the location in a single one.

Consider the environments in Figure 5.23. Rooms 0, 1, and 2 have corresponding
numbers of short corridors, or ‘doorways’, placed in different locations. Other than this,
there are no unique landmarks in any of the environments; the only way to differentiate
between the different environments is to incorporate sensor readings with long time in
between. Having sensed one of the corridors, it will take at least 130 time-steps (sensor
samples) at maximum speed to move to a location at which the other corridor can be
sensed. (In these simulations the robot is wall following which means that the robot will
in fact not reach the location of the possible other corridor until after 800 time-steps.) If
instead the reduced sensory flow is used, this will involve taking only a handful of past

inputs (events) into account, as shown in the following.

room QO room 1 room 2

Wall following:
800 time steps

At max speed:
130 time steps

(Limited sensor range)

Figure 5.23: Three of the environments used in these simulations.
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54.1 Simulation Setup

An ARAVQ (see previous chapter) was set to segment the incoming sensory flow of
a simulated mobile Khepera robot, thereby creating an reduced sensory flow from the
inputs. The robot was controlled using a fixed wall following behaviour, moving counter-
clockwise around the environment. At each time-step, the sensor inputs of the Khepera’s
eight distance sensors and two proprioceptive motor sensors were normalised to the range
[0.0,1.0] and combined into a 10 dimensional vector and fed as input to an ARAVQ. The
robot moved about in the environment and at each time-step, the current (best-matching)

expert was plotted using a colour of its own, making the trail shown in Figure 5.24.
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Figure 5.24: Acquired reduced sensory flow from room 1 after
segmentation using the ARAVQ.

As discussed in the previous chapters, Tani & Nolfi (1998) used a more complicated
mechanism for extracting these experts, where the user manually had to specify exactly
how many experts the system should extract. The ARAVQ has the advantage of being able

to determine this by itself, depending on the complexity of the input signal. While the
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number is no longeexplicitly defined by the operator, the number is implicitly controlled
through the choice of ARAVQ parameters. (The ARAVQ parameter settings used to
acquire the segmentation depicted in Figure 5.24 wete0.80, ¢ = 0.20, n = 10 and

a = 0.05.) The parameter settings can, however, be evaluated through their discriminative
ability in the environment identification task and can thus be compared using quantitative

rather than just qualitative comparisons, as shown below.

54.2 ARAVQ Parameter Setting Effects

How much do the ARAVQ parameters affect the reduced sensory flow? The ARAVQ has
four parameters, of which the mismatch reduction requiremant the stability criterion

¢ have the greatest influence on the number and type of experts which are incorporated.
Decreasing the mismatch reduction criteribmeans that it becomes easier for inputs

to qualify as beinghovel and thus it becomes easier to be incorporated as a new expert
(model vector). Increasingwill on the other hand relax the stability criterion so that
even very different inputs will be considered to be similar enough for incorporation as a
new expert. Several ARAVQs with differefitande parameters were put to segment the
sensory flow of several laps in room 2. The resulting number of experts are depicted in
Figure 5.25.

A small set of parameter settings, Table 5.5, yielding different numbers of experts,
were selected and the resulting reduced sensory flows are presented in Figure 5.26. When
Six or more experts were extracted, the resulting segmentationingable in that dif-
ferent experts could be used for the same location (actually for the inputs at the same
location) during different laps. The reason for this is—as Nolfi & Tani (1999) noted in
their experiments—that the model vectors, representing each expert, share the same in-
put space. When additional model vectors are incorporated, they steal space from the
existing model vectors, whose uptake regions consequently become smaller. The smaller
the regions representing each expert, the lower the probability that surrounding inputs are

classified in the same manner. There is also a relationship between the dimensionality of
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Figure 5.25: Relaxing the stability criterion (highand/or decreasing
the novelty requirement (low) will lead to an increase in
the incorporation of new experts. (Note the log scale.)

the input space and the number of extracted experts, this relationship is however not com-
pletely straight-forward. The more dimensions there are the greater the potential for more
clusters, but the number of experts extracted from this of course depends on the parameter
settings; a large amount of experts can be extracted from a quite low-dimensional input
space as the input space is continuous-valued, and conversely an input space with a large
number of dimensions can lead to only a handful of experts being extracted depending on

the distribution of inputs as well as the parameter settings of the extractor.

5.4.3 Environment Signatures

How can we evaluate different reduced sensory flows? As discussed, a signature for each
environment can be generated by storing the sequence of experts that are best matches

during one lap. Depending on the parameter settings of the ARAVQ, it may turn out that
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Table 5.5: The different parameter settings used in the simulations.

description ) € n o«

Oneexpert 0.80 0.01 10 0.05
Two experts 0.80 0.10 10 0.05
Three experts 0.80 0.20 10 0.05
Four experts 0.80 0.40 10 0.05
Five experts 0.40 0.30 10 0.05
Sixexperts 0.20 0.20 10 0.05

these signatures are identical for different environments, see e.g., Figure 5.26 where using
only one expert will make the signatures for all rooms identical. In that case, the room
identification will be impossible.

Once these signatures have been extracted (an example of this is shown in Table 5.6),
they can be used for identification. For the simple environments dealt with here, it is
sufficient to only use the expert information by itself, not their respective duration counts.

If the only difference was in the scaling of different features in the environments (length
of corridors, etc.), such information would, however, be necessary to correctly identify the
environment. Now, if the robot is placed randomly in one of the environments, it should
be able to match its current reduced sensory flovidtence sequenggsee Figure 5.27)

with the extracted signatures, and thereby find out where it is.

The environment with the best matching signature is most likely where the robot ac-
tually is. Such a comparison is analogous to a well known and much studied problem
in many application areas: finding the optimal alignment for a pair of sequences. In our
case the problem is complicated by the fact that the evidence can either be an incomplete
sequence ‘taken’ from an already known signature (with the possible added complication
of circular permutation), or be data collected from a previously unseen environment. No
matter the situation, we want the algorithm to find the best alignment between the evi-

dence sequence and any subsequence of the signature sequences. We have now reduced
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Figure 5.26: The extracted sequences where different number of
experts have been extracted. The number of experts
depend on the parameter settings of the ARAVQ); see also

Figure 5.25.

Table 5.6: The reduced sensory flows for one lap in each of the
environments, extracted using three expert$ @ndc).

extracted reduced sensory flows

roomO ababababd
room 1 abacabababd
room2 abacababacab
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Figure 5.27: Gathering of the evidence sequence. The robot is placed
at a random location along the wall in a randomly picked
environment and starts wall following in order to gather
evidence of where it is.

the Lost Robot Problem to a level wherdagal alignmenthas become applicable; en-
tire environments or rooms can be stored and aligned against each other, or the incoming

(reduced) data.

54.4 Local Alignments

The local alignment algorithPrereates the best possible alignment between subsequences
of the compared pair and if the evidence and signature sequences are identical, the align-
ment will eventually extend to the full length of the sequences. Together with a quantita-
tive scoring method for alignments this gives us the possibility to form hypotheses about
which environment the robot currently is in, and also to detect complagiyenviron-

ments.

SFor a review of local alignments, the reader is referred to Durbin, Eddy, Krogh & Mitchison (1998).
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Briefly, finding the optimal alignment consists of two parts: An additive scoring
scheme for each aligned symbol vector (with terms for each gap), and a dynamic program-
ming algorithm for constructing the optimal alignment given a specific scoring scheme.
Initial experiments showed that a penalty of 8 for gaps and the following scoring function

for two symbolsr andy was adequate:

10 z=y

—5 otherwise
Note that it is possible to have several different alignments that return equal scores. In
order to simplify our analysis of the system we chose to normalise all scores by dividing
them with the maximum possible score for an-gappedalignment (which would be

obtained if the two sequences were identical).

545 Reaults

One example of the alignment technique in action is given in Table 5.7 where the evidence
sequence a c is gradually aligned to the known environments (rooms 0, 1 and 2) as
the robot moves. When only one event has been observed (in this case the one a distal
observer could denotornet), it is impossible to know which room the robot is in since
all rooms have corners. Aorner followed by awall is also not enough to discriminate
between the three environments.

It is first when the expert focorridor is the winning one that it is possible to decide
that the robot cannot be in room 0. The score for room 0 does not go to zero because it
still matches theé a, which is2/3 of b a c.

In case the signature and evidence signatures do not originate from the same starting
point in the room, we have to be able to handieular permutations We have solved
this by adding at least — 1 extra symbols at the end of the signature sequences (where
the evidence sequence is of leng)h These extra symbols are taken from the beginning

from the same signature, when needed, so that we get a sort of wrap-around effect. This
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Table 5.7: The normalised matching scores for each environment.

evidence env. matching score

b roomO ababababd 1.00
room1 abacababab 1.00
room2 abacababacab 1.00

ba roomO ababababa 1.00
rooml abacabababa 1.00
room2 abacababacaba 1.00
bac roomO ababababd 0.67

room 1 abacabababd 1.00
room2 abacababacab 1.00

can be seen in Table 5.7 in the form of the non-italic symbols at the rightmost end.

The complete run for one experiment is shown in Figure 5.28, and clearly it is not
possible to discriminate between rooms 1 and 2 until the secomilor is encountered.
There is a temporary increase in the score for room 0 as the robot moves along and
this happens because the cost of introducing a mismatch is eventually compensated by
the additional matches which it leads to. As the ninth symbol enters, there is finally a
mismatch in room 1 and consequently the system correctly indicates that the robot is
most likely in room 2 (the only one with perfect match).

Since we normalise the score from the alignment with the maximum possible score,
we can also easily detect new rooms. To show this, room 3 was created with three corri-
dors, see Figure 5.29.

The robot was placed in room 3 and it started comparing its evidence sequence with
the known signatures as it moved. As depicted in Figure 5.29, the scores indicate that

none of the known environments are consistent with the gathered evidence. The overall
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Figure 5.28: Normalised matching score for the first nine symbols
which are encountered, starting from the location shown
in Figure 5.27.

performance using the parameter settings (Table 5.5) is summarised in Figure 5.30. Note
that as the number of experts reaches a critical limit (here 6 experts), the identification
performance starts to decrease. This is because there are too many experts which represent
basically the same things; small perturbations in the robot’s movement will be reflected

in the sensory signal, which is then in turn classified as belonging to a different expert,

although there really is no significant change happening.

546 Summary

The presented system is able to correctly identify different environments based on reduced
sensory flow representations. It does so without using any sort of compass, Cartesian map,
odometric information, nor does it rely on any unique landmarks. The reduced sensory
flow representations are compact descriptions of the environments which are independent
of the actual sizes involved. (This however means that rooms which differ only in scaling

cannot be differentiated, without an additional mechanism.)
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Figure 5.29: A novel environment, room 3, which has not been
encountered previously. This is correctly detected by the
system (in fact, already after eight symbols) as the
gathered evidence sequence does not match any of the
known signatures.
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Figure 5.30: lllustration of the number of correctly identified
environments using different numbers of experts.

The system extracts a set of experts automatically from the sensory flow and uses
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these experts to create individual environment signatures. These can be matched in par-
allel against a gathered evidence sequence in case the robot gets lost, using a standard
alignment technique. As we have shown, this enables the robot to ‘localise’ itself from
random starting positions and also to detect new environments. The alignment technique
always generates a hypothesis (best matching score) for the evidence, even if there is no
perfect match among the known environments.

The parameter settings of the extraction system will influence the number of experts
formed. This will in turn affect the environment identification performance, and will thus
provide a quantitative measurement of the quality of the parameter settings. The results
show that paying too much attention to details, i.e. having many different experts for
the same thing, may actually hurt performance in a similar manner as having far too few
experts. However, the technique presented here provides help in choosing an appropriate

level of granularity.

5.5 Discussion

In this chapter we have introduced and argued for the usefulnesswfed sensory flows
essentially being bottom-up extracted event based representations of an underlying clock
based input stream. They provide a ready means for storing a sensory flow’s main charac-
teristics in a very compact manner; thereby tasks like Route Learning, Novelty Detection
and dealing with the Lost Robot Problem can be performed by simple on-line mechanisms
like the ones presented in this chapter. Properties of the extracted reduced sensory flows,
such as the ‘normal’ variation in duration counts and the effects of different ARAVQ
parameter settings were also investigated. We also showed how to obtain a quantitative
method for determining a suitable granularity (number of experts) for an reduced sen-
sory flow, namely based on overall task performance, e.g., the environment identification

performance impact.



Chapter 6

L earning and Control

S SHOWN IN THE PREVIOUS CHAPTERthe compact extracted reduced sensory
A_ flows contain most of the information available in the actual continuous-valued,
high-dimensional, time-stepped data stream. Through the use of the ARAVQ, distinct but
infrequent inputs are also included as events. So far, we have focused on the extraction of
discrete asynchronous events from the continuous-valued time-stepped input signal. We
here now start to look at how we can form a control loop by including a set of behaviours
to which different events can be coupled. We discuss different representational levels of
both the inputs and the outputs of the system, and show how the input and outputs can
be coupled in all these levels at once. In this manner, small perturbations or unexpected
signals in input space can be quickly reacted to without the explicit triggering of events to
bring the system back on track, producing a more smooth interaction. A layered system
is built up, which ends up looking much like Brooks’ Subsumption Architecture, but with
some very important differences, like the ability to delegate processing rather than the
former’s more hands-on approach. This gives us the ability to learn, and to completely
automatise tasks on lower layers. In the next chapter, a working implementation of these
ideas is then presented. There, different learners come to master a delayed response task
involving arbitrarily long delay periods; something which is quite impossible at the time-

step level.

IMost of this chapter has been published indkaf & Jacobsson (2001b) and bker (2001).
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6.1 Delayed Response Tasks

Events in the real-world domain generally occur on a much slower time scale than that of
individual neuronal and sensory updates. Sampling the environment on the millisecond
level will quickly lead to an intractable amount of data if everything is simply recorded in
memory, especially if the number of sensors is substantial. And, even if the system is able
to store all this data, then trying to make use of it, like trying to find useful correlations
between inputs—and outputs—at different points in time, quickly amounts to a daunting
computational task. A group of problems which are based on finding correlations be-
tween inputs as well as outputs at different points in time are knovdelayed response

tasks They are characterised by the subject being presented with a stimulus, then a delay
follows, and a cue for responding eventually occurs at which time the subject needs to
act, or respond, based on the stimulus that was presented at the start of the trial. A reward

or punishment is then typically handed out based on performance.

6.2 TheRoad Sign Problem

In mobile robotics, we can place a robot in the subject’s position. In particular, a problem
known as the Road Sign Problem (Rylatt & Czarnecki 2000) fits this description perfectly.

It is shown in Figure 6.1. In said problem, a robot drives along a road or rolls down a
corridor, sees a road sign (stimulus), continues to travel (delay), until faced with a junction
(cue) at which time the robot needs to decide in which direction to turn (response) based
on the road sign it passed by earlier. The response may not be requested for several
seconds or even minutes, depending on the vehicle’s travelling speed and the distances
involved.

Such tasks are quite common in real-life, involving associations between inputs and
actions at different points in time. Most existing learning methods, like those based on
gradient descent, are however quite inept at handling these sorts of problems. Consider,
for example, a simple approach where a standard neural network is fed sensor activations

through a set of input nodes each time-step. Inside the network, these inputs are put ‘into
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Figure 6.1: The delayed response task. The robot travels past a
stimulus, here a light either on the left or the right side,
then continues down the corridor for a number of steps
until it reaches the junction at which time the robot needs
to decide whether it should turn left or right, depending on
the location of the light it passed earlier.

a context’ through the use of recurrent connections. Activation is then sent to a set of
output nodes which are connected to the wheels on the robot, controlling its movement
based on the current-and via the recurrent connections-previous inputs. As inputs keep
arriving during the delay period, the entire network is updated, including any internal
"state-keeping” nodes. Such an approach was tested in both Ulbricht (1996) and Ry-
latt & Czarnecki (2000), which noted that if the recurrent weights are not very precisely
tuned, the light activation trace will dissipate (too weak recurrent weights) or the internal
nodes will not record the light inputs at all in the first place (too strong recurrent weights).
Further, the standard back-propagation algorithm causes difficulties as gradients vanish
even after rather short delay periods, making it difficult to find appropriate weights and
viable behaviours. That is, even for the task specially constructed recurrent neural net-
work architectures were unable to learn the appropriate associations if they lay more than

just a few time-steps apart. These results are consistent with the theoretical analysis of
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Bengio et al. (1994) showing the inadequacy of gradient descent learning of long-term
relationships.

We however note that there is a difference, in termewéls of descriptionbetween
the task and the low level continuous operating of a robot. The robot will continuously
receive sensor readings, typically in the millisecond range, most of which probably will
be largely irrelevant for the task. Rather than specifying individual actions that the robot
should take at each point in time, the problem is (implicitly) described in terragenits
While the order between events is specified, ‘first the road sigmthe junction’, the
notion of time between the events is not detailed in the task description. That is, the delay
is not limited to always constituting exactly, s&9, or 50 000 time-steps. The Road Sign
problem description is thus an account in form of an asynchrorweest streamwhile
the operation of the robot sensors and actuators work on a synchriomeustep based
streamof sensations and actions.

Here we present a quite different approach from Rylatt and Czarnecki, in that we do
not work directly on the input sequence but instead extract a set of events from the inputs
and then we work on this sequence of events. As we will show, the time intervals between
events may in fact be arbitrarily large without affecting the delayed response task learning
in the system; a drastic change from previous approaches. This dramatically reduces the
difficulties of gradient descent learning in this domain. While the event extraction has
been addressed in previous chapters, there now is a new need, namely of logtking
from an event stream to the level of time-step based inputs and outputs. That is, the
system should be able to use the events to gresjponsgobviously a critical part in any

delayed response task.

6.3 From Time-stepsto Events

Event based streams can either consist of manually defined concepts (event types) as in
Mozer & Miller (1998) or extracted bottom-up from an underlying time-stepped stream,

like we have described in the previous chapters. The bottom-up extraction is generally
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based on having a set of event classes, e.g., realised through a set of experts, into which
individual inputs or input segments can be sorted. The basic idea is that input can be
reduced both spatially and temporally, through a series of processing levels, yielding a

better-suited representation for storage and learning, as depicted in Figure 6.2.

Level 4 b d e ‘T

Event filtering

J
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Figure 6.2: A general view of the four representational levels we
propose for inputs and the bottom-up processes which
interconnect them. The underlying idea is that higher
information processing levels are given access to
successively longer time horizons through a series of
extraction and filtering stages.

Level 1: Contains raw multi-dimensional sensor data, which is time-step Basais
is the level where Rylatt & Czarnecki (2000) approached the delayed response task. Find-
ing useful correlations may, however, be very difficult on this level due to large numbers of
input dimensions and large numbers of input samples being received continuously. Like

Nolfi & Tani (1999), we note that real-world task dependencies do most often not manifest

2Where a time-step is defined as a single update of sensors, neuronal elements, and actuators with a
regular time interval, typically in the millisecond range.
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themselves at this level of individual time-stepped neuronal updates, but rather on much
slower time scales, involving several seconds or even minutes. Rylatt and Czarnecki’'s
somewhat simplified simulations and a specially modified neural network architecture
was only able to learn dependencies which lay up to 13 time-steps apart. But as most
robot systems have a high sampling frequency, such a system would not be sufficient.
For example, the Khepera robot we use in our experiments, has sensor sampling rates of
approximately 20 times per second. Rylatt and Czarnecki's system would therefore, in
effect, not be able to learn tasks involving even just single second delaythe follow-
ing, we will show that by using event extraction, the delays can instead be arbitrarily large
and this enables the system to handle more realistic long-term dependencies.

Classification: The process whereby the raw multi-dimensional sensor data is divided
into a set of classes based on their matchingdperts see Chapter 3. While Nehmzow
& Smithers (1991) employed a set of manually predefined (fixed) experts for this, Tani &
Nolfi (1998) instead let the system determine the experts by itself, thereby reducing the
user intervention. However, Tani and Nolfi still had to manually specify the number of
experts, and had to divide the training into several different phases. They also had large
problems with inputs which were distinct but not very frequent in the training set, and
the learning process was very slow. In Chapter 4, a more flexible classification system
was developed, the Adaptive Resource-Allocating Vector Quantiser (ARAVQ). It is able
to swiftly classify inputs using a dynamic number of automatically extracted experts,
overcoming most of the problems in Tani and Nolfi’'s system. (The ARAVQ system is the
one used in the following.)

Level 2: Contains raw time-step based multi-dimensional data which have been tagged
with expert labels. If each expertis allotted a character in the alphabet, the input can be re-
written, with some loss of information, as a (very long) letter sequence. This is the level

at which Ulbricht (1996) approached the Road Sign Problem, trying to learn associations

3There is no principal reason why a recurrent neural network could not learn the task at this level, using
a non-gradient descent based weight updater. For instance, in Ziemke & Thieme (in press), weights to
handle this task were obtained through an evolutionary algorithm. However, we are interested in systems
which can learn the task on-line, using some sort of temporal credit assignment.
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between the letters in the sequence. She did not, however, provide any account for how
the input had become this letter sequence (i.e. no Level 1 nor any classification), thereby
working on essentiallyingroundedsymbols. Further, as her system was still time-step
based, she had the same difficulties learning long-term dependencies as Rylatt and Czar-
necki had in their Level 1 system, but she had a somewhat more compact representation
to work with.

Event extraction: The process whereby only the transitions between expert mem-
bership of the lower level data are extracted, thereby filtering out repetitions. This is a
fairly straightforward mechanism as long as the expert membership is exclusive (each
input belonging to one—and only one—expert); if two succeeding inputs are classified
differently, an event is generated. The detection of an event generates a signal to the next
level.

Level 3: Contains general events, interspersed over long periods of time. Updates
occur asynchronously on a considerably slower time-scale than the time-step based levels
below it. This means that longer time-dependencies can be detected, as noted by Nolfi &
Tani (1999). While their robot system worked at this level, it did not involve any coupling
back to the real-world as the input was merely classified and repetitions removed, and not
acted upon in any manner. That is, their system did not use the extracted events to control
the robot; it was in fact only an idle observer of what was going on. In the following, we
provide an account for how extracted events can be used to learn delayed response tasks
and also how this can be used to identify candidates which should pass through an event
filtering on to yet another level.

Event filtering: The process which discards events which are considered as irrele-
vant for accomplishing the task. This process requires that the events have been rated
with some sort of ‘usefulness’ score, related to how relevant they are for achieving the
task. This event rating should ideally be based on a delayed reinforcement learning sys-
tem, such as Q-learning, as rewards in the real world do often not come immediately as

an action is performed. Such a delayed reinforcement scheme is constructed in the next
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chapter, as well as a simpler, but less realistic, evaluation mechanism based on instanta-
neously rewarded supervised learning. Once a simple version of the task has been learnt
on a low level, it can be generalised to more complex situations on higher information
processing levels that have access to longer time horizons.

Level 4. Contains only the events which are considered relevant for achieving the
task. It is updated on an even slower time-scale than Level 3 and thus can handle events
that have occurred even further apart.

Inputs at Level 1 correspond to individual sensation patterns, whose dimensions and
encoding regimes are determined by the actual sensation subsystems (hardware connec-
tivity). However, Level 2 and upwards do not work on individual sensations, thereby
allowing a completely different encoding regime to be employed. More specifically, on
these levels the system can work on an essentially symbolic representation whose size is
virtually independent of the dimensionality of the actual sensory and motor systems. This
relaxes the information processing and storage demands on the system, assuming that
the ‘symbolic’ representation is more compact than its corresponding inputs or outputs,
which usually is the case.

As we mentioned, just extracting an event based input representation of the task is not
sufficient for handling delayed response tasks; the system needs to be able to produce a
responsdased on the event stream. In the next section, different options are reviewed for

going from the event based level down to concrete actions.

6.4 From Events(Back) to Time-steps

In addition to the information processing capabilities described in the previous section, the
system needs to be able to control the robot, i.e. making the appropriate response once the
cue for responding comes. There are several possibilities of executing actions. Levels 1
and 2 are both time-step based, which means that the inputs can be directly coupled to
a single action which lasts a proportionate single time-step. This can accommodate for

simple, non-goal-oriented, and/or ‘innate’ reflex actions. However, associations between



6.4 : From Events (Back) to Time-steps 117

inputs at Levels 3 and upwards are based on events.

A single time-step action is therefore not appropriate as a response; the response
should ideally affect the performance the entire time interval up to the next event. A
simple solution is to repeatedly execute faneaction until the next event occurs, e.g.,
to keep turning in one direction until the next event occurs. This would, however, be a
very rigid and inflexible solution, not allowing the system to modify its responses into
smoother real-time interactions. Instead, we propose, to let the event-based levels mod-
ulate the actual input-to-output (sensation-to-actimappingof the time-step based lev-
els. This modulation also gives the system the ability to focus on particular sensor subsets
which are of most importance to the particular response.

The layered structure of our system is based on the Real-Time Control System (RCS)
architectures; for a review of different RCS versions and implementations see Albus
(1993). Like RCS, we have multiple time-scales or ‘resolutions’ in the system, where
higher layers operate on longer time-scales than lower ones. A difference is that the prim-
itives of each layer are not pre-defined in our system, and the temporal updating may vary
dramatically during a single interaction, as events are triggered asynchronously. In RCS,
task knowledge is manually put into ‘task frames’ which describe all parameters, agents,
goals, objects, requirements and procedures for performing the task. In our system, this
is instead learnt, based on some sort of feedback (see next chapter), and the knowledge is
not explicitly represented and structured in the manner that the RCS frames are.

If we consider the Road Sign Problem, a Level 3 representation is sufficient for most
learning methods. (A Level 4 representation would contain only the stimulus and cue
events.) Going from Level 3 down to Level 1, Figure 6.3, we characterise as follows:

Level 3: An asynchronous specification of the behaviour which is to control or affect
the system’s outputs until the next event occurs. This specification can be the result of a
process which takes several of the previous events into account.

Temporal unfolding: The process which simply repeats the behaviour command to
the lower level. Like the input's event extraction mechanism, this is a pretty straight-

forward mechanism to implement.
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Figure 6.3: Behaviours are selected asynchronously on Level 3 and
are unfolded onto a Level 2, time-step based,
representation. This in turn either specifies or modulates
the Level 1 actions. Two behaviours were used here: a
corridor follower C, and a left wall follower L.

Level 2: A time-step based specification of the behaviour to use at that particular
instance. This specification may either arrive from Level 3 through temporal unfolding,
or it could be specified directly using a mapping from the Level 2 input. The advantage
of coupling it directly with the Level 2 input would be that a response could be generated
quicker since all processing delays associated with Level 3 would be bypassed. A more
general solution would be to generate a response at this level directly when a classification
change occurs on the Level 2 input, but to modify, or correct, it once the more informed
behaviour specification eventually arrives from Level 3.

Realisation: The process whereby a behaviour is set to modify the actual actions
which are to be performed each time-step. The impact of the behaviour on the individual

actions may be more or less specifying (see below).
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Level 1. A time-step based specification of the individual output, or action, to take.
There are at least three easily identifiable ways in which this could be determined, namely
using aspecifyingcontroller, areflexivecontroller, or amodulatingcontroller, as de-

scribed below. The latter one being the most flexible.

DEFINITION | An ACTION is an output pattern which is sustained for a single time-

step.

A simple specifyingcontroller would just repeat the same action over and over again

until the behaviour specification changed on Level 2:

action(t) = f(behaviour(t)). (6.1)

On the other end of the spectrumredlexivecontroller would completely ignore the be-

haviour specification and only base its action on the current Level 1 input:

action(t) = f(sensation(t)) (6.2)

In between these extremespadulatingcontroller would not specify the exact action
which is to be performed, instead it would only affect the way a direct Level 1 mapping
from sensations to actions was performed. This modulation could be realised through
inhibition or excitation, as to bias the response in some direction. That is, the response
would be generated with both the actual Level 1 sensation and Level 2 behaviour specifi-

cation taken into account:

action(t) = f(sensation(t), behaviour(t)) (6.3)

Note that this would allow a response to be generated as soon as an input arrives, as the
processing on Level 2 does not have to be awaited. When the behaviour specification

eventually arrives, it can however be taken into account and the actions can be biased in
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Figure 6.4: When the robot reaches the end of the corridor, it is to turn
right and follow the wall. If the turning behaviour is
specified top-down only, ‘keep turning 10 degrees to the
right’, the robot may end up crashing into the small
unforeseen obstruction (a). If instead a modulating
controller is used, inputs can also be taken into account
directly when turning, allowing the robot to make small
and quick adjustments as to avoid the obstacle (b).

some directiorf.

A reflexive or ‘reactive’ controller would not be able to learn anything more than
the simplest input-to-output mapping at it does not make use of the available top-down
information. A specifying controller could potentially handle the Road Sign Problem, but
could easily create oscillations and instability in the interaction as small changes in the
input are completely disregarded; only drastic, event-generating, inputs are considered
by such a controller. A modulating controller, would however be able to incorporate the
best of both worlds, i.e. quick modification of its actions and incorporation of top-down
information. An example which shows the advantage of a modulating controller over a
specifying controller is depicted in Figure 6.4.

A specifying controller forces the system to produce a certain output, i.e. how to act,
regardless of the inputs. A modulating controller specifies not the manner in which to act,

but rather the manner in which iateract That is, the system outputs continuously affect

4A side-effect of using a modulating controller in a real-time context would be that a fast, or drastic,
change in the input would produce a reflex—or innate—Level 1 response if higher levels have not picked
up on some clue from earlier inputs and begun inhibition or excitation in anticipation.
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the environment (inevitable through its own existence therein), and the environment at all

times also affects the system’s outputs.

DEFINITION | A BEHAVIOUR is a particular input-to-output mapping which is sus-

tained repeatedly for several time-steps.

Behaviours are sustained until the next event arrives, at which time another behaviour
may be selected. This however means that behaviour shifts can only be triggered by
events, not in the period between events. Note that a behaviour does not by itself specify
any particular action; several behaviours may produce similar actions and a single be-
haviour may produce a wide range of actions as each time step’s action depends on the
input for that time-step. It may therefore be difficult or even impossible to determine
which behaviour is in effect at a particular point in time by only observing the external

outputs (actions) of the system.

6.5 Control

In our system, higher levels do not directly themselves specify actions, unlike layered con-
trol architectures such as Brooks’ well-known Subsumption Architecture (SA) (Brooks
1986). The event-based asynchronous approach presented here will alémaupling

of higher layers from the immediate ‘here-and-now’ of sensory-motor processing. Com-
pare this to the more hands-on, do-it-yourself approach of the SA, where the higher layer
itself takes over (subsumes) the output production of the lower layer at various points in
time. This effectively means that all resources of the higher layer are assigned to the im-
mediate control of the system. Our approach instead workelegatiorof work, always

letting the lower layer do the actual processing. The higher layer just specifiepéhe

ating modeof the lower layer from a set of such modes, or a blending thereof. In the next
chapter, three such operating modes (input-to-output mappings) are manually defined in
the lower layer of an event-based control system. We also show how operating modes

instead can be constructed autonomously, and discuss how they can be blended together
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if realised through mappings like neural networks.

A very simple approach—which we will be using—is to implement operating modes
(behaviours) as purelgactivesystems, working on Level 1 representations. The lack of
internal state might seem very limiting in terms of output production, as there then is no
internal counter or context for progressively executing the steps of an output sequence.
A simple static mapping system can, however, entail for example a cyclic production of
output patterns, as the system is situated in an environment. The system output can be
retained the following time-step through the use of sensors, thereby forming a feedback-
loop or iterated function system. For example, consider a robotic arm equipped with pro-
prioceptive sensors on the actuators. Setting the motors in a particular setting will report
(at least approximately) this particular setting the next time the motor sensor is sampled.
We thereby get a recurrency from the output to next time-step’s input. An example of
such a simple reactive mappihig given in Figure 6.5(a). The system will be guided
by the vector field to follow the cyclic trajectory, regardless of starting position (due to
noise this is the only sustainable attractor). One particular evolution of the system for a
couple of time-steps is presented in Figure 6.5(b), and a global picture of the mapping is
presented in Figure 6.5(c). This particular system is even in some sense self-regulating,
or self-stabilisingin that the system automatically recovers from perturbations caused by
external influences, as the field will guide it back to the cyclic attractor. That is, even if
the feedback from the proprioceptive motor sensors does not accurately portray the last
output in a 1:1 manner, the system will still travel along the cyclic trajectory. The same
holds if we perturb or affect the position of the robot arm; again the attractor will guide
the arm back into the cyclic output pattern production.

These sorts of attracting vector fields can be learnt from single trajectory paths, using
for instance gradient descent, as shown by Goerke & Eckmiller (1996). Thatis, a ‘desired
path’ can be used as a template, and a mapping covering the entire input space can be

extrapolated from this templa&teThis is a sort of generalisation of an instance.

SThis particular network usestanh output activation function.
A similar idea was presented by Hohm, Liu & Boetselaars (1998). Their system learned to produce
smooth motion trajectories for a task originally specified in the form of rules.
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Figure 6.5: A single static input-to-output mapping (a) can lead to the
system exhibiting cyclic behaviours due to the
environment acting as a recurrent connection for the
system. An example trajectory (b), and uniformly
distributed samples (c) of a single mapping step.

The system ends up looking much like a Hybrid Control Architecture, switched
plant (Moor, Raisch & Davoren 2001, Davoren, Moor & Nerode 2002), where a high-
level supervisory controller switches between a finite number of continuous low-level
controllers, all acting on the same physical plant. In such systems, the supervisor acts
on quantised measurement information (events), similar to our approach. An important
difference is however that such control architectures are constructed to satisfy a defined

language inclusion specification, i.e. the ‘desired’ or ‘correct’ operation of the system is
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already known and deviations from that correct operation are assumed to be detectable.
The layered system we suggest can be characterised using the twelve different prop-
erties or dimensions put forth in Sloman (2000). For those familiar with these dimen-
sions, we regard our system as employing concurrent layers, and being predominately
functionally differentiated, with trainable layers, similar processing on each layer, and no
centralised motivational centre. No specific mechanism is currently employed for resolv-
ing possibly conflicting motives, a single perceptual component currently exists, as well
as a single output producer, and a layered structure is enforced during the construction of
the system. Language-like (‘'symbolic’) representations emerge from the event extraction.
The system can use external implementations when opportunities for such exist. Finally,
the meaning of the different representations are extracted bottom-up rather than manually

specified.

6.6 Event Representation

There is a problem working with symbols likeb, ¢, or corridor, left light, junction etc.,
namely that they do not provide a basis for any sort of further numerical computation.
However, a simple and straightforward mechanism for obtainingsaentiallysymbolic
representation is to assign each expert an element in a vector, like we did in our experi-
ments. This provides us with representations like [1 O O] for exp€el@ 1 0] for expert
b and [0 O 1] for expert, Figure 6.6(a). Suclocalistic encoding schemes have indeed
many virtues, as argued by Page (2000). As pointed out here, they however also cause
some problems, namely relatedadhogonalityandgrowing back-ends

Localistic representations with binary unit activation arthogonalto each other, i.e.
each class lays exactly the same distance from all others, regardless if what they encode
actually is very similar. That is, experts lilgharp left turnandslow left turnshow the
same similarity with each other as they do with any other—less related—input class, like
doorway in terms of any Minkowski metric (like Euclidian or city-block). Thereby, a

great deal of information has been lost, information which could have been very useful
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Figure 6.6: Different approaches to event representation. Each event
expert can be represented using a binary localistic scheme
(a) which however has orthogonality and growing
back-end problems, a real-valued localistic scheme (b)
which solves the orthogonality issue but still has the
growing back-end problem, or a prototype based scheme
(c) which solves both issues, but at the cost of sacrificing
spatial compression.

for generalisation and optimisation.

A solution to the orthogonality problem would be to skip the winner-take-all aspect
involved in classification, thereby allowing real-valued activation, but still under the lo-
calistic regime. That is, each expert’s output unit is activated to the degree it matches
the input according to the ideas in Edelman (1998). This has also much in common with
ideas of coarse-coding (several output units becoming active for each input), tri-lateration
(retrieving the location of a transmission based on signal strength on several dispersed re-
ceiving stations), and not the least fuzzy modelling. Inputs corresponding from a situation
where the robot is in a sharp left turn would thereby not only activate the corresponding
expert unit (if such an expert had been extracted at all) but also any ‘similar-looking’
classes likeslow left turnto some degree. Thereby representations would no longer be

orthogonal to each-other, but the growing back-end problem (see next section) would still
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be there, Figure 6.6(b).

This approach also provides a way around the problem of repeated switching between
experts. Such switching may occur due to ‘conflicting’ behaviours which send the in-
put back into the previous (expert) region for each following time-step. This is related
to the problem of fast switching—which in the case of infinitely fast switching is re-
ferred to achattering—in the Hybrid Control Systems area. There, the problem occurs
when the high-level decision maker has to constantly switch between a limited set of
underlying (pre-defined) controllers in order to guarantee that the system is asymptoti-
cally stable; see e.g., Liberzon & Morse (1999) for an introduction to these problems. To
avoid such switching, extra nodes (corresponding to our experts), can be introduced at
the points where chattering occurs, as proposed by Egerstedt & Hu (2002). These extra
nodes can then produce an appropriate—and even smoother—response, instead of getting
it through such rapid switching. This is also effectively what going to a distributed (non
winner-take-all) activation accomplishes, as there now can exist intermediate representa-
tions which can be linked to an appropriate behaviour. Another very common solution to
avoid chattering is to use a ‘dwell time’, i.e. not allowing a switch until a certain time
period has passed since the last one, see e.g., Liberzon & Morse (1999).

Localistic representations requimae element per class expert. If additional classes
are to be incorporated on-line during the system’s life time, the vector needs to be dynam-
ically extended accordingly. That is, encountering a new situation, thereby incorporating
expertd, the system needs to be able to add another element to its repertoire, to enable
representingitas [0 00 1]. The problem lays in that a system based on a multidimensional
Level 1 input from which it dynamically extracts localistic Level 2 representations would
have agrowing back-endince new classes could be incorporated at any time point. Ev-
ery other part of the system that is to receive these outputs would need to have likewise
growing front-end. Despite the orthogonality and the growing back-end problems, such
binary localistic representations have been used for encoding events e.g., in Nolfi & Tani
(1999), Lirgker & Jacobsson (2001a) and aker & Jacobsson (2001b).
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The growing back-end problem will remain as long as a constructive scheme is em-
ployed. An alternative to using a constructive scheme is to specify the number of experts
in advance, e.g., the number of model vectors to use in a vector quantiser, like in Nolfi
& Tani (1999). It is, however, very difficult to decide on an appropriate number as too
few classes will cause important differences to be discarded and too many classes will
decrease the stability of the system as the uptake region of each class becomes smaller
the more classes there are, thereby increasing the risk of switching classes without real
reason.

If a constructive scheme is used for classification, it does however not necessarily fol-
low that this is the representational form which also should be output; classes could be
mapped into a fixed-size representation. This corresponds to the difference between the
extractionspace and theventspace, discussed in Chapter 3. Ideally, such an event repre-
sentation would be able to capture any and all similarities between experts, avoiding the
orthogonality problem. Further, the density distribution of class use may change drasti-
cally during the operation of the robot, as new environments are encountered. Therefore,
the fixed-size representation should maintain the ability to represent the entire input space,
as new classes may appear anywhere in this space.

There is one fixed-size space which by definition will be able to accommodate these
restrictions, namely the input space itself. That is, the representation for an expert could
be a representativieput for the class. In the case of vector quantisation, this would
correspond to the model vector (prototype) for the class. On average, the model vector
should be the best representation for the inputs occurring while the expert is winning; this
is the very idea underlying vector quantisatioihe resulting scheme is one where inputs
are spatially re-mapped—or reduced—to their expert’s prototypical counterpart instead of
being compressed, and are also temporally reduced, Figure 6.6(c).

In the experiments in the next chapter, we will use the simple binary localistic repre-

sentational scheme. To avoid the growing back-end problem (as we have a constructive

In terms of neural networks, it is not entirely clear how a prototype encoded in a set of input weights is
to be transformed into an output activation pattern, based only on activation flows.
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classifier), a limited and static environment is used. After some exposure, the system
will have converged to a thereafter fixed number of experts (eight). When a change
in winner is detected, an asynchronous update will be propagated to the next layer, or
echelon(Beer 1981), where a recurrent neural network will decide which behaviour to
activate.

The higher layer (layer 2) thereby sits idle most of the time, awaiting updates from the
lower layer (layer 1). When a change happens in the inputs, layer 1 eventually signals, or
interrupts, the higher layer with this information. Ideally, echelon (layer) 2 does not just
sit idle, but does higher level processing on inputs and lays out strategies for the future, as
suggested by Beer (1981). That is, it should work also in-between the sparse update sig-
nals. There is, however, currently no way for layer a¢gess inputdirectly, nor is there
any way in which it camequestsuch information to be passed from the lower layer. This
essentially means that layer 2 is at the mercy of layer 1 which can censor and distort all
information before it reaches the higher layer. The problem becomes progressively worse
as more and more layers are added, each one being capable of corrupting vital informa-
tion as it passes through. In the following, we present extensions to the architecture which
let higher layers have direct access to inputs when they so require and which avoid the
information loss and distortion which occurs when inputs are re-mapped and processed

by lower layers.

6.7 Inter-layer Communication

A more general view of the input processing and communication in the aforementioned
architecture is presented in Figure 6.7(a). Note that several layers can work on the same
representational level, or several representational levels can be worked upon inside one
and the same layer (as is depicted). The communication between layers in Figure 6.7(a)
works asynchronously on Level 3 data. This particular architecture will, however, suf-
fer from the growing back-end problem—binary localistic expert representations being

used—if the classifier is constructive. As discussed in the previous section, the prototype
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Figure 6.7: Design options for a layered system. The higher layer can
receive information from the lower layer asynchronously
(a), or the lower layer can gate the flow to the higher layer,
only letting relevant inputs flow through (b). Alternatively,
inputs are always directly available at the higher layer, but
it can rely on a significance signal from the lower layer for
notification of important inputs (c).

of the class could be used instead, avoiding this problem.

Instead of sending the prototype of the class as an event notification, the actual input
which ‘caused’ the event, or a slightly later sample, can be propagated to the next layer.
This still contains some information aboubathas happened, besides that g@hething
has occurred. This situation is analogous to a gating system, as depicted in Figure 6.7(b),
where layer 1 lets an input flow through to the higher layer when layer 1 considers the

information is relevant or significant for the higher layer. There would still, however, be
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no way for layer 2 to access inputs in-between these points. (A connection from layer 2
to the gating could possibly be added, which allows layer 2 to open the gate by itself.)

We instead propose that the input is propagated directly, possibly with some time-
delay (see below), tall layers. In this manner, they would all have access to an undis-
torted picture of the environment. An additional channel would, however, be added be-
tween adjacent layers. This channel would propagate a ssigoificancdevel for the
input. That is, each input would be tagged with this information as it arrived at the higher
layer. In the simplest case, this is a binary flag, signalling event generating inputs as they
occur. In a more advanced system, this could be real-valued, specifying different signif-
icance degrees, Figure 6.7(c). The dynamics of the higher layer would then be affected
or perturbed relative to this signal; an internal variable thresholding mechanism could
let even the least significant inputs to be taken into account, when deemed appropriate.
Paradoxically, the informational burden of the higher layer is reduced through the intro-
duction ofadditionalinput information. This information states the significance of the
inputs, allowing the higher layer to decide on its own if it wants to take it into account, or
just continue its current processing.

A problem relating to this approach is, however, that assigning a significance to an
input will generally require some processing time. If the input is passed directly to the
next layer, the higher layer’s received significance level will actually not be based on
that particular input, but some input a couple of time-steps earlier. This problem may,
however, not be that serious as individual inputs do not tend to change that much in the
time scales involved. Simple solutions would be to delay the input appropriately, or to
pass it through the lower layer and let it output both, possibly in a combined manner.

This architecture starts resembling that of another layered approach, namely Brooks’
subsumption architecture (SA), Figure 6.8(a). Based on our discussion, we would suggest
that a number of modifications be made to the SA, yielding the architecture presented in
Figure 6.8(b).

In the SA, all layers work in parallel, and they all receive the input directly. We would
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Figure 6.8: Brooks’ original subsumption architecture (a), and our
suggestions for extensions and modifications (b).

suggest the addition of communication channels between adjacent layers, where a signif-
icance level can be propagated. (The SA does include the possibility of adding channels
between layers as well.) In this manner, higher layers would naturally have access to more
and more useful representations, through the filtering of the lower layers. In the original
SA, there is no explicit reason for why higher layers should be considered as to working
on more ‘abstract’ or reduced information. Further, we suggest that several behaviours be
implemented inside one and the same layer, i.e. the distribution should not be based on
behaviours but rather on time-scales. Instead of just subsuming (overriding) the output of
lower layers, the output of higher layers could affect or modulate the mapping of the lower
layer. In this manner, very strong innate—and thereby probably important—reflexes can

still operate even if the higher layer is expressing an opposing command. The goal of
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learning should be to automatise tasks on lower layers, thereby allowing more uninter-
rupted processing time for higher layers. Or, in the words of Stafford Beer in modelling

the human nervous system:

Now the cerebral cortex, or the board of the firm, or the cabinet of the gov-
ernment, is busy thinking. Therefore it does not wish to be disturbed. There-
fore not too much information needs to flow up the vertical axis to engulf it.
(Beer 1981, page 140).

That is, the goal should be to minimise significance signals, but still maintain system
integrity. The use of a modulating controller, rather than a top-down specifying controller,
means that small and quick adjustments can be done to keep inputs stable, thereby avoid-
ing spurious events to be generated. That is, the robot could turn slightly as wall readings
start to increase, without necessarily creatingaentto achieve such an adjustment.

Note that there is no principled reason for why a task could not be learnt on a low
layer rather than on a higher layer. The only difference between layers is the time laps
between (high) significance signals. (The lowest layer has a constant high significance
signal, or a significance signal related to the amount of change which occurs between two
successive samplings.) Higher layers do have the advantage of only being notified when
inputs relating directly to the task are received, whereas the lower layers need to process

many—for the task irrelevant—inputs.

6.8 Discussion

We have presented a general design for layered control systems capable of learning de-
layed response tasks with arbitrarily long delays. The approach is based on extracting
events from the input stream and then reacting to these events through top-down control.
Different alternatives in implementing the control system were presented, namely reac-
tive, specifying and modulating controllers. Of these, the modulating controller seems to

be most promising, allowing both top-down information and direct sensory inputs to be
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taken into account. Using a modulating controller, the system can also affect the input-
to-output mapping as to focus attention to particular sub-sets of the sensory array.
Further, different representational issues were discussed when it comes to representing
events. Two major problems were discussed, namely that of binary, localistic, expert rep-
resentations’ orthogonality and that of constructive systems having growing back-ends.
While using a prototype class representation would resolve both these issues, we would
suggest that there really is no need to propagate the actual prototype but instead just a
signal that something interesting has occurred. This signal could work essentially like a
gating signal, letting only significant inputs reach the higher layers of the system. How-
ever, we point out that this would put the higher layers at the mercy of the lower layers’
gating systems and suggest something more in line with that used in the subsumption
architecture, namely that all layers receive all the input all the time. The difference be-
ing that higher layers also receive information about the inputs’ significance, from lower
layers, thereby avoiding processing inputs which are not relevant for the task. Only when
important information is received, is the higher processing interrupted. The robot’s higher
layers can thus find time to do some higher-level processing and laying out of plans for
the future, or even do some well-deserved resting when things are under control at the

lower layers.



Chapter 7

L earning on Reduced Sensory Flows

E HERE DIRECTa mobile Khepera robot to learn a delayed response task. The

U » task involves finding the relevant indicators for making a context-dependent
choice at a substantially later point in time. More specifically, the robot needs to learn
that the lights (rather than actual road signs) it passed by at an earlier point in time,
indicate the correct way to turn at a later upcoming junction. Two different learning
techniques are first presented: a simple instantaneous feedback (supervised) learner and a
more complex, but also more realistic, delayed reinforcement learner. The inputs to these
learners are provided as localistically encoded events, and the relevance of these events
needs to be deduced and coupled to output behaviours, here also localistically encoded.
The coupling needs to be context-dependent, i.e. a number of past events need to be taken
into account when deciding what behaviour to select. In both experiments, the same set of
pre-defined behaviours is used. The behaviours (input-to-output mappings) are realised
through simple handwritten programs, which base their outputs on the immediate sensor
readings. Each behaviour makes use of only a subset of the available sensory array; they
only focus on the sensors which are really necessary for their functioning. Both learners
come to master the task without much difficulty, regardless of the delay periods involved
between the lights and the junction. A more difficult scenario, where distracting events
occur during the delay period is also introduced and discussed. We then—using a third

learner—Ilook at how the system can construct behaviours on its own, through a quite

134
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massive trial-and-error procéss

7.1 Setup

A simulated version of the Khepera robot was used in both experiments. The activation
of the eight distance sensors, the two motors, and two of the robot’s light sensors, placed
in concert with distance sensors 1 and 6 in Figure 7.2(a), were normalised to the range
[0.0,1.0] and fed as input to the architecture. That is, the event extractor (an ARAVQ)
received a total of 12 inputs. The parameter settings of the ARAVQ wete 0.7,

e = 0.2,n = 10 anda = 0.05. This led to the extraction of eight different experts

for the constructed T-maze environments shown in Figures 7.1 and 7.5. The setting of
these parameters affects the number of experts extracted by the ARAVQ and, hence, the
rate of switching between these experts.

The parameters were chosen to get a sufficient set of events for solving the task;
at least the stimuli and cue for response must trigger events or learning is practically
impossible. A robot which has only a single event type, will never be able to learn any
useful associations on the event level. It is worth noting that having ‘too many’ events
do not seem to be as severe as having too few. In the worst case, we trigger an event for
each an every input, but then we are effectively back on a time-step based representation
like we started with in the first place. (Albeit the representations may now be distorted
through the extractor’'s mapping to the event space.) We would therefore recommend that
parameters generally be set to promote the incorporation of a large set of events rather
than using an overly restrictive setting.

The event extraction discarded the repetitions of each expert, leaving sequences which
are only six characters long. A character was manually assigned to each of the eight
extracted experts, for presentational purposes only. An interpretation of each expert is

shown in Table 7.1, based on how the ARAVQ seems to apply the experts; aith

IMost of this chapter has been published indket & Jacobsson (2001a), Bakker, k&t & Schmid-
huber (2002), and Bergfeldt & LaKer (2002).
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Figure 7.1: Different cases for the delayed response task and the
resulting input classification at each location along the
simulated robot’s path where each expert was allocated a
separate shade, here plotted as a trail behind the robot. The
subscripts denote the number of repetitions of each expert.

experts were only extracted for the Extended Road Sign Problem, which we present later

in the chapter.

Table 7.1: The eight automatically extracted experts and how they can
be interpreted.

expert interpretation
a corridor
b corridor + left light
c corridor + right light
d junction
e wall on left side only
f wall on right side only
g left-turning corner
h right-turning corner
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The time-stepped real-valued input stream was thus reduced through the event extrac-
tion to an asynchronous eight-pattern binary stream. This stream was now to be used for
controlling the robot; it would need the capability of turning left or right at the junction,
as well as the basic capability of staying on the road (in the corridors). For this, three

basic behaviours were constructed manually.

7.2 Behaviours

Three different input-to-output mappings, or behaviours, were constructed: a corridor
follower, a left wall follower, and a right wall follower, presented in Figure 7.2. We
use a modulating controller, thus the top-down modulation can focus the ‘attention’ on
a particular sensory subset. Here, the focus is set completely on only two of the ten
available inputs (eight distance sensors and two proprioceptive motor sensors). To follow
the right wall, for example, only requires the robot to take the right and front-right sensors
into account, the others being relatively unessential for thettask

For presentational purposes, we assign a character to each of these three behaviours,

creating the three-symbol 'output alphabet’ shown in Table 7.2.

7.3 Learner |: Immediate Feedback

In this setup, a feedback signal was provided for each event to behaviour mapping, indi-
cating its appropriateness. (This feedback was manually constructed based on the event
interpretations we listed in the previous sections.) Any type of basic learner which is
able to take temporal ordering into account should be able to learn this mapping, as it has
become trivial (the data set is in Section 7.3.1). We chose a Simple Recurrent Network

(SRN) learner, to show that this system no longer would have any problems learning the

2The Khepera robot has eight infrared proximity sensors with integer activation in the[fang23],
0 denoting no object present within sensor range Hi®$ denoting an obstacle very close. The robot has
two separately controlled wheels which can be set to integer values in the[ratiyd 0], —10 denoting
maximum backward spinning,no wheel movement, up i) which rotates the wheel forward at maximum
speed.
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left motor right moto

/* Left wall follower */
if (semnsor([2] > 200) {

motor [LEFT] = 5;
motor [RIGHT] = -4;
} else if (sensor([1] < 800) (
motor [LEFT] = 2;
motor [RIGHT] = 5;
} else {
motor [LEFT] = 5;
motor [RIGHT] = 5;
}
(©)

/* Corridor follower */
if (sensor([5] > 800) {

motor [LEFT] = 0;
motor [RIGHT] = 5;
} else if (sensor([2] > 800) (
motor [LEFT] = 5;
motor [RIGHT] = 0;
} else {
motor [LEFT] = 5;
motor [RIGHT] = 5;
}
(b)

/* Right wall follower */
if (sensor([5] > 200) {

motor [LEFT] = -4;
motor [RIGHT] = 5;
} else if (sensor([6] < 800) ({
motor [LEFT] = 5;
motor [RIGHT] = 2;
} else {
motor [LEFT] = 5;
motor [RIGHT] = 5;
}
(d)

Figure 7.2: The Khepera robot and the three hand crafted behaviours.

Table 7.2: The three hand crafted behaviours.

behaviour description
C corridor following
L left side wall following
R right side wall following

task; this learner could not handle the task at the time-step level, as we discussed in the

previous chapter. The SRN also has the property of mapping its inputs to an internal

representation based on their functional values; this provides an excellent base for event

filtering, i.e. the removal of irrelevant or distracting events from the event stream.
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7.3.1 Input and Output Strings

As the continuous-valued input and output streams both had been discretised, the system
had two essentially symbolic streams to work with. The (input) event stream had a total
of eight differing patterns, while the (output) behaviour had a total of only three differing
patterns. The problem was thus reduced to the level of learning to correlate eight-symbol

input strings with three-symbol output strings, of length six, as depicted in Table 7.3.

Table 7.3: The extracted sequences of expert winners and the
behaviours that should be selected for the paths taken in

Figure 7.1.
case sequence case sequence
a b adf a . a ¢ ad e a
Left turn CCCLCC Right turn CCCRCC

7.3.2 The Simple Recurrent Network

The simple recurrent network (SRN) (Elman 1990) is essentially a three-layer feed-

forward network which stores a copy of the previous hidden activation pattern and feeds it
as additional input at the next time-step (see Figure 7.3). This provides a memory trace of
previous inputs which enables the network to learn associations over several time-steps.

The output of the SRN (for an arbitrary number of nodes) is defined as:

or(t) = f(z WM (1) + W) (7.1)
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Figure 7.3: The SRN. The previous hidden node activation is part of
the input to the hidden nodes at the next time-step.

where the hidden activation is defined as

)

hi(t) = FOvjsta(t) + > vjmbm(t = 1) + v39) (7.2)

andi(¢) is the input at time. The indexk is used for identifying the output nodes,
andm are used for the hidden nodes (at timendz — 1 respectively), and is used for
the input. Biases are introduced as additional elements in the weight matriees! v
(indexed withd). The function,f, is the sigmoid activation functiofi(z) = 1/(1+e~%).

Sincef is differentiable, the network can be trained using gradient descent.

The SRN was to specify which of the three behaviours (Section 7.2) the robot was
to employ until the next event occurred. A simple localistic coding scheme was used
for the input events as well as the behaviours, that they could be used with the SRN. As
two hidden nodes were used, an 8-input, 2-hidden, 3-output SRN was created. Network
weights were randomly initialised in the interjal5.0, 5.0}, the learning rate was 0.01

and a momentum of 0.8 was used. The training set was the two extracted sequences, for
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the left and right turn, respectively, as shown in Table 7.3. The network was trained for
10 000 epochs using a version of back-propagation through time (BPTT) whitdided
the recurrent connections of the network. The BPTT here unfolded the network 5 times

according to the scheme presented by Werbos (1990).

7.3.3 Architecture

In addition to the three hand crafted behaviours, a simple selection mechanism was im-
plemented. At each time-step, it detected the most active output node of the SRN and
executed the code (Figure 7.2) associated with the behaviour. The architecture is sum-

marised in Figure 7.4.

Event based

Event classes Behaviours
; Response (SRN) ;
winner winne
take all 00000 take al
Unsupervised
classification Modulation
(ARAVQ) (hand-crafted)
Sensation Action

(000000000000)

Response (hand crafted)
Time-step based

Figure 7.4: An event-based controller with two layers. The bottom
layer works on time-stepped Level 1 representations, while
the top layer works on event based Level 3 representations.

7.3.4 Reaults

As expected, the SRN had no problems learning the correct associations between the light
stimuli b andc and the behaviours and R occurring two events later. That is, the system

could turn in the right directiofrrespective of the length of the delag this temporal
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information was removed in the event extraction. The Road Sign Problem could thus be
solved using a straight-forward gradient descent method.

However, if more events were extracted, as a result of a different setting of ARAVQ
parameters, the problem would be more difficult to learn as a result of more intervening
events. This effect could also arise as a result of degrading or noisy inputs, causing the
ARAVQ to trigger more events. A situation where intermediate events are a result of
the physical environment would result in similar difficulties. Thus, we have a problem
similar to that of Rylatt and Czarnecki, but on the level of intermedatntdinstead of

intermediate time-steps. We call this problem ‘The Extended Road Sign Problem’.

7.4 TheExtended Road Sign Problem

While the length of the delay between the stimulus and the response has become irrele-
vant through the use of event extraction, the system would still have problems handling
distracting events during the delay. That is, if the input changes drastically during the
delay, intermediate events will be generated. This means that the problem of finding rela-
tionships between the stimulus and the subsequent response will become harder as there
are a number of intermediate distracting events. Examples of this are shown in Figure 7.5
where there is a right or left turn in the corridor after the stimulus has been passed, gener-
ating another three events which, however, are of no relevance for the task, i.e. they serve
only as distractions.

The SRN still managed to find the correct association, but only if it was first trained
on the simpler tasks, and then continued training on the more difficult examples shown in
Figure 7.5. This is a well-tried method of solving these types of problems where the task
is too difficult to learn directly. Such training on incrementally difficult problems, starting
with an easier version of the problem, is known to help the learning process significantly
as shown by Elman (1993). The hidden node activation plot of an SRN which has learnt
the task is depicted in Figure 7.6. Note that a number of clusters have formed for each of

the functional states the robot can be in.
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Figure 7.5: Two examples of distracting events (turns) happening in
between the stimulus (light) and the cue (junction).
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Figure 7.6: Hidden node activation of the SRN.

When irrelevant inputs, such as corners (input charagtarglh), are received by the

SRN, the state remains relatively stable, i.e. it stays in the same location as the previous
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time-step. That is, large movements in the internal (hidden node) activation space occur
only whenfunctionally importanevents occur. When, for instance, input charak{éeft
stimulus) is received, the activation jumps to the upper right corner of Figure 7.6 and
stays there until the input charactéfthe cue for responding) arrives. At that time, the
activation quickly jumps to the upper left corner, making the robot activate its left wall
following behaviour, effectively starting to turn left at the junction. A similar situation
occurs if instead the other stimulus is present, where the bottom right and left corners
are used by the SRN. (Before either stimuli has been encountered, the SRN state is in
the upper right corner, i.e. this particular robot has a bias for turning left at junctions.)
Since spurious events do not affect the internal state of the SRN in a way that disturbs
its performance, the system should exhibit graceful degradation if the ARAVQ is fed
deteriorating data (slightly noisy data will be filtered by the ARAVQ and thus not affect
the SRN at all).

We can now also sketch a solution to the Extended Road Sign Problem. If the hid-
den activation space of this SRN was clustered, using for example another ARAVQ, the
functionally unimportant events would likely cause repetitions of the same expert as they
would lead to only small perturbations in the state space. Only when functionally impor-
tant events occur, such as the stimulus or cue, do large jumps in activation space occur,
thereby leading to another expert perhaps becoming the best match. Then using the same
filtering process used for repetitions of input patterns, the irrelevant events would be re-
moved. Note that this solution is based on a Level 3 system (SRN) which has already
successfully learnt the associations in a relatively simple scenario. The filtering can then
extract information which effectively lets the next higher level (Level 4) handle delays
with an arbitrary number of distracting events as they will be filtered out in the afore-

mentioned process.
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7.5 Learne |l: Delayed Reinforcement

A more realistic learning scenario is one in which feedback is not provided directly after
each event. Instead, the robot is allowed to move about in the T-maze for some time,
without any feedback relating to theternal event and behaviour mapping processes. If

it ends up in the correct goal zone—axternallyobservable occurrence—it receives a
positive reinforcement signal, otherwise it receives a negative signal. The system then

has to assign this credit to its previous interaction, portioning it out among the internally

applied mappings

7.5.1 Architecture

In this work, the reinforcement learning system was based on a Long Short-Term Memory
(LSTM) recurrent neural network (Hochreiter & Schmidhuber 1997), which has been
shown (Bakker 2002) to be very good at learning temporal dependencies. Again, the
ARAVQ was set to extract events from the incoming sensory flow (see Section 7.1), and
the same three behaviours were used as in the previous experiment (see Section 7.2). The
events were sent to a Reinforcement Learning LSTM (RL-LSTM) network, which kept
a trace of previous events and which through its learning mechanisms could assign the
received credit to the relevant indicators. An overview of the architecture is presented in
Figure 7.7.

The RL-LSTM had to learn the coupling between the (input) events and the (output)
behaviours. Once the goal position was reached, it would receive a scalar rewatd
If the goal was not reached, it would instead get a scalar reward-0f-0.5. Details of
the RL-LSTM can be found in Bakker et al. (2002). The position of the light (and thus
the correct turning direction) was randomly assigned for each episode; there was no fixed

ordering between the two cases.

3We have published this work in Bakker et al. (2002); the contribution here was the ARAVQ prepro-
cessing of the inputs, not so much on the reinforcement learning scheme, which was the work of Bakker.
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Figure 7.7: A delayed reinforcement learner which can learn complex
temporal relationships.

75.2 Reaults

The RL-LSTM had no problems learning that the lights (road signs) were the relevant
indicators for the task. It quickly learnt that going forward in the junction was not a
very good alternative; it would never lead to a positive reinforcement. Going left or right
instead became the applied behaviours, and after aboa training episodes (T-maze
runs), Figure 7.8, the correct contexts for using these behaviours had been sorted out.
The RL-LSTM would never reach 80 % correctness as it employed an exploration
mechanism.

The Extended Road Sign Problem (Section 7.4) was also tested for the RL-LSTM
architecture. A more complex maze was constructed which contained a number of dis-
tracting events along the way, Figure 7.9(a). As with the standard Road Sign Problem,
positive reinforcement was only given for actually reaching the goal position. As ex-
pected, learning that the light was the correct indicator for the final decision, required
many more training episodes than previously. The RL-LSTM eventually had assigned
the credit were it was due; after abax 000 episodes the correct associations had been
learnt, Figure 7.9(b).



7.5 : Learner II: Delayed Reinforcement 147

o
©

14
©

Prob. of reaching goal
o o
o N

o
ol

°
'S

0 1000 2000 3000 4000 5000
Number of episodes

Figure 7.8: Learning curve for the RL-LSTM architecture, showing
the probability of reaching the goal location in the Road

Sign Problem.
1
O gl
©
S0.8
2
] 5
$0.6
©
S
L Y £04
- 03 1 2 3 4 5 6
i Number of episodes % 10*
(a) (b)

Figure 7.9: A more complex maze (a) where the robot needs to
negotiate a number of junctions (distractions) before
reaching the junction (the cue) which requires it to use the
trace of the light position. The learning now takes longer
(b), but the relevant indicator is still identified.

The activation for two different episodes of the memory cells (internal nade$the
RL-LSTM—three were used—are depicted in Figure 7.10. The first ten events reflect an

episode where the goal was to the left; memory egbustained a high activation once
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the indicator stimuli was passed. Then another episode begins, where the goal instead is
placed to the right, and memory cell now has a different activation trace, enabling the
system to use it as an indicator for how it should behave when the cue (the junction) is
encountered. Memory celts andcs, on the other hand, have the same traces for both

episodes; they do seemingly not encode any useful information.
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Figure 7.10: Activation of the three RL-LSTM memory cells for two
succeeding episodes, as well as the reward signal.

7.6 Learner lll: Evolution

In the previous learners, three behaviours (input-to-output mappings) were manually con-
structed and used: a corridor follower, a left-wall follower and a right-wall follower. One
such behaviour was active for a number of time-steps, until a new event was triggered, at
which time another behaviour could be selected. Each behaviour was realised through a
small procedural program which produced a motor output based on the current time-step’s
input. Each behaviour-program operated on only a select sub-set of sensors, deemed rel-
evant for that specific task. Instead of this all-or-nothing regime, the focus should ideally
be controlled with finer granularity, weighing some sensors just slightly more or less than

the others. Further, the input-to-output mapping should take greater advantage of the
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available output space. The aforementioned controllers only utilised seven different mo-
tor settings in total, i.e. the controllers took advantage of less than two percent of the
output space. (Each of the two motors could be set to an integer in the range [-10,+10].)
To allow the controller access to a larger part of this space, not just by adding some ran-
dom ‘noise’ to the output values, the action can be made directly dependent, linearly or
non-linearly, on the specific sensation at each time point. This should enable the system
to quickly make small, smooth, adjustments in its interaction. Neural networks seem to

be obvious candidates for implementing the controller, with behaviour top-down modula-

tion working through sigma-pi connections or second order weights, an approach similar
to Ziemke (1999), thereby allowing behaviour node activations to affect the lower-level

mapping continuously. This is investigated in the following.

7.6.1 Reated Work

The approach of viewing behaviours as continuous input-to-output mappings (vector
fields) corresponds to the theory of Hybrid Control Loops, see e.g., Davoren et al. (2002)
for an introduction. The similarity lays in thevitched plantsvhich are control systems,
consisting of a finite number of vector fields (behaviours). The control input to a switched
plant is via discrete input events which select which vector field is to be active; the system
switches between the vector fields. Such systems are, however, designed to work in some
pre-defined operating limits, i.e. an unsupervised clustering of the input or exploration of
different vector field configurations (input-to-output mappings) does not take place.

Here, we show that a system can form its own behaviours as a side-effect of learning
the task. Interestingly, we now find solutions which are quite unexpected but perform
almost perfectly. In fact, the simple 2-choice (left/right) delayed response task outlined in
the previous chapter—the Road Sign Problem—is now solved without using any internal
state, i.e. in a purely reactive manner! But when the task is made more difficult, like a
3-choice task, the solutions switch to instead being based on keeping an internal trace of

the encountered light activation, as might be expected.
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Figure 7.11: System implementation. Sensor readings are
continuously fed through a simple feed-forward network
and quickly produce a set of motor activations. An
ARAVQ classifies inputs and triggers events on
classification shifts, updating Layer 2 which specifies a
set of modulatory values of the lower mapping, assuming
that the gating node has been activated, otherwise no
modulation is applied.

7.6.2 Architecture

An important issue in realising behaviours as neural network input-to-output mappings is
the manner in which the higher layer enforces its behaviours on the lower layer. There are
several different approaches available for sonddulationof a neural network. Layer 1 is
expected to produce simple reactive behaviours like obstacle-avoidance, which are valid
throughout the execution of all the tasks dealt with here. That is, Layer 1 should never
be entirely subsumed by the higher layers, it should only be modified to a limited degree.
An overview of the architecture is presented in Figure 7.11.

Layer 1 produces its behaviour through a simple input-to-output neural network-style
mapping which is determined by a set of connection weights. These weights can be

modified to achieve different behaviour. There are at least three choices for modifying
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the Layer 1 weights with modulation coming from higher layers: the weights can be
completelyreplacedwith a new set, the weights can bruiltipliedwith a set of values, or

finally, a set of values can @dedto the weights.

7.6.3 Top-Down Modulation

A subsuming approach would (temporarily) replace the weights with new values, thereby
completely overriding the old ones (Pollack 1991, Ziemke 1999). That means that no
information is "inherited” into the new mapping. That is, the new values not only need
to reflect the new behaviour-producing values but also all the old, existing, values in the
mapping that might be needed for the correct functioning of the system. This is a wasteful
approach since it requires massive redundancy in the coding of the different behaviours.

The existing Layer 1 values can instead simply be multiplied with new values, increas-
ing or decreasing the values ever so much to achieve a qualitatively different interaction
with the environment. The same holds if addition is used as a modulatory realisation.
These approaches both use the existing information, contained in the Layer 1 weights.
Addition does have some advantages over the multiplicative approach. For instance, if
Layer 2 is damaged, no longer producing any output, an addition of nil/zero does not
affect Layer 1 at all. A multiplication of nil/zero, however, cancel out all the weights,
rendering the entire system irresponsive. (If the system is to be constructed bottom-up,
with layers being added at different times, an additive approach would therefore also be
more appropriate.) Further, if the weight we are about to modulate has a value very close
to zero, multiplication will not affect the mapping considerably, whereas addition would
work regardless.

Primarily due to the advantages when dealing with near-zero weights, we here inves-
tigate the additive approach. The output activation of Layer 2 is thus added to the weights
of Layer 1, and are kept constant at these new values until the next event generates an up-
date to Layer 2. However, instead of modulating all the weights of Layer 1, only the bias
weights of the output nodes are modified. The bias weights can be considered as speci-

fying a kind of innate threshold or firing propensity of the nodes. An extension would be
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to modulate all the weights, thereby the system would be able to focus on specific sub-
sets of the sensory array at different points in time, which may be of great value in some
situations. However, such an approach would also lead to a drastically larger weight con-
figuration search-space. As discussed in the succeeding sections, the modulation of only

the bias weights turns out to be sufficient for the tasks dealt with here.

7.6.4 Behaviour Gating

Initial experiments indicated that the system had a hard time learning the Road Sign Prob-
lem as every Layer 2 update led to new internal activation patterns and thus also new out-
put activations. These activations affect the Layer 1 functioning and it is very difficult for
Layer 2 to only produce internal states which only lead to notable activations on the out-
put nodes at the time of the junction and not everywhere. Therefore, a gatplg node

was added which only propagates the modulation when it is active, similar to a decision
unit used in Ziemke (1999) and Ziemke & Thieme (in press). In this mannentdmal

state of Layer 2 does not always affect the Layer 1 mapping, but only at the specific points
in time where the gating node is active. The system is given full control over its gating
node (its incoming weights), i.e. it can choose to set it active all the time, or perpetually
inactive. This leads to some interesting solutions, as discussed in the following.

It is worth pointing out that the basic idea of Layer 2 is closely related to memory
cells (Hochreiter & Schmidhuber 1997), where the use of two gate units, encapsulates
the state to circumvent the problems mentioned here with the continuous activation flow
coming from Layer 2. The event extractor filters out unwanted, repeated sensor activa-
tions coming from Layer 1. This event extractor thus acts as an input gate to Layer 2.
Further, Layer 2 has the ability to not affect Layer 1 at all times by using the gating node,

which can be seen as an output gate.
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7.6.5 Experiments

In these experiments, the Khepera simulator YAKS (Carlsson & Ziemke 2001) was used
to produce behaviours from an unsupervised exploration for the 2-choice Road Sign Prob-
lem?. All eight distance sensors, and the two light sensors pointing straight to the left and
right (numbers 1 and 6) were used, i.e. the system had a total of ten inputs. In Layer 1, this
meant that ten input nodes were directly connected to two output nodes which specified
the motor activation values. Linear activation functions were used on all output nodes on
each layer, and a step-function (O if net input smaller than 0.5, otherwise 1) on all internal
nodes.

The network was trained using a simple evolutionary algorithm. There was therefore
no need to have differentiable activation functions, as back-propagation was not applied,
and using binary internal activation lent itself to easy analysis through the extraction of
Finite State Automata (see next section) once training had completed. Weights in the net-
work were bounded to the interval -10.0 through +10.0, and were modified by a Gaussian
mutation operator with a variance of 0.5. (No crossover operator was used.)

The ARAVQ was set to classify the inputs based on a dynamic set of experts. The
ARAVQ’s four parameters were set as follows: novelty criteréors- 0.7, stability cri-
terione = 0.2, buffer sizen = 5 and learning ratex = 0.05. An event was generated
only when the ARAVQ assigned an input into another expert than the previous input,
thereby providing a sort of temporal filtering. Then the prototype (model vector) for the
new winning expert was fed as input into Layer 2, thereby providing a spatial filtering on
the signal. Upon such an update, activation was propagated through the connections to
finally specify an activation pattern on the two output nodes on Layer 2.

A simple T-maze was created and the robot was placed in the lower part of the maze,
facing the direction of the junction. A small amount of noige>¢) was added to the

starting coordinates and starting direction. The robot was then free to move and might

4The Khepera simulator (Michel 1996) used in the previous chapters was not used here as larger worlds
and better incorporation of evolutionary search methods were deemed necessary.
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Figure 7.12: Activation trace for a 2-choice epoch. (Segmentation was
performed but not used, therefore not shown.) The task
was actually solved using Layer 1 only, i.e. ina
completely reactive manner.

eventually reach the junction, turn in either direction and could then enter one of the in-
visible zones (Figure 7.12). It would then be stopped and receive fitness points depending
on the correctness; 1 000 points if the correct zone was entered, or +100 points if it was
the incorrect zone (as incentive to at least try to reach either of the zones every training
epoch). To get the robots moving at all, a small bonus (maximum +0.2 per time-step)
was given for high forward motor activations. The robot was allowed to wander about for
a maximum of 300 time-steps, at which time it was aborted and assigned a final fithess
score, had it not entered any of the zones by that time.

A typical training epoch, i.e. one run through a T-maze, consisted of about 200 time-
steps. In this run, the ARAVQ came to create a total of five different experts, labelled
a throughe in the following figures (see Table 7.4 for an interpretation of the extracted
experts). During evolution, several weight configurations were tested in the robot popu-

lation. Each particular weight configuration would lead to a different interaction with the



7.6 : Learner lll: Evolution 155

environment, which in turn would produce different numbers of experts. For example, a
robot which just stands still each time-step would just extract a single expert for its static
input, whether ones with very erratic behaviour could extract a much larger number of

experts due to the resulting richer sensory experience.

7.6.6 Results

First, experiments were conducted on the 2-choice (left/right) delayed response task. Sur-
prisingly, solutions were frequently discovered where the gating node was inactive during
the entire epoch, yet the robot turned correctly at the junction. Analysis of this solution
showed that the robot controller did indeed handle the task using only the simple reactive
Layer 1 network. When passing the light on either side, the reactive mapping led to the
robot moving closer to the opposite wall. Thereby it would receive a higher activation on
the side sensors on one side in the succeeding time-step. Instead of keeping an internal
trace of the light activation, it used its interaction with the environment as a secadf
folding. Performance on the task using this approach was nearly perfect, i.e. a quite valid
solution, although Layer 2 did not show its use the way expected.

A more difficult task was then introduced, namely a 3-choice task. The inputs were
again classified by the ARAVQ and when the input started to change, causing a different
classification, an event was generated. The input stream was thus segmented based on the
events (Figure 7.13). As earlier, a light on either the left or right side would imply a turn
in the respective direction. Now, however, the robot could encounter two lights, one on
each side simultaneously, indicating that the robot should continue straight forward at the
junction.

Solutions to the 3-choice task did make full use of Layer 2. Interestingly, the light
trace was now kept completely internally, i.e. the robot did no longer rely on using its
world as scaffolding. This is likely due to the following: When a "double light” was
passed, the robot could lose sight of one of the lights a little sooner than the other, thereby
receiving the input corresponding tasanglelight stimulus. It could therefore no longer

rely on individual inputs as providing the correct stimulus, but needed to take more inputs
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Figure 7.13: Activation trace for a 3-choice epoch, showing the
segmentation of sensory data. Each expert, here labelled
a throughe, is depicted in a different colour. The gating
node was here used appropriately and the task was solved
by internally keeping track of the passed light stimuli.

into account by storing them internally.

The use of the gating node was quite elegant. When left and right wall sensors started
to drop, thus generating an event at the junction, the gate node was activated. Once the
junction had been negotiated, side sensors were reactivated, causing another event and
thereby deactivating the gating node until the next junction (Figure 7.13).

The modulation increased the motor bias weight on the appropriate side (Figure 7.14),
thereby causing the robot to turn in the desired direction. By slightly nudging the firing
propensities in some direction, a qualitatively different behaviour of the entire system was
thus generated.

To analyse how the internal nodes were used, Finite State Automata (FSA) were ex-
tracted for Layer 2. As different numbers of internal nodes were tried, several FSA were
extracted, for solutions which utilised different numbers of internal states. Only the vis-
ited states are presented in the figures. For readability we use the abbreviations C, LL, J,
RL and DL (Table 7.4) instead afthroughe, in the FSA.
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Figure 7.14: Hinton diagrams showing the un-modulated weights (a)
and the modulated weights during forward motion
through the junction (b), while turning left (c) and turning
right (d) in the junction. Modulation only took place on
the bias weights. Positive weights are illustrated with
bright colour rectangles and negative with dark ones. The
sizes are directly proportional to weight magnitudes.

Table 7.4: Extracted model vectors and an interpretation.

model vector interpretation abbreviation

a Corridor C
b Left light LL
c Junction J
d Right light RL
e Double light DL
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For example, the epoch depicted in Figure 7.13 involves a controller based on four in-
ternal nodes. This corresponds to the FSA in Figure 7.15(c). The initial internal activation
in this epoch is 0010. When the eveéndLL) is triggered, the internal activation pattern
switches to 0000. Then evemt(C) is triggered, returning the activation to 0010. When
the junction is encountered, evengJ) is triggered and the pattern changes to 0001 and
the gate is activated, actively modulating the Layer 1 mapping so that the robot turns left.
Finally, when the junction has been passedq @&vent (C) is triggered and the activation
pattern returns to 0010, and the gate is deactivated. The robot is now prepared for another
set of lights as it continues down the corridor.

In all solutions, the gating node was activated at the junction event, and in-activated
at all others. As the gating node was always activated at the junction, irrespective of the
turning direction, and as the systems were able to handle the 3-choice task, this implies
that at least three different modulation patterns were used. That is, for these solutions to
work, there needed to be at least three different states for the internal nodes, which gen-
erated these three different modulation patterns on the output nodes. Such a set of three
states were indeed present in all working solutions, irrespective of the number of internal
nodes, and these states have been marked in a darker shade in Figure 7.15. Consistent
with this, we found no solution based on just a single hidden node, as then only two pos-
sible states exist. (One possible work-around for this would have been to combine the
internal state with scaffolding, similar to the 2-choice solution.)

As can be observed in the extracted FSA in Figure 7.15, the controllers worked slightly
differently. All depicted controllers received an RL event before the DL event. That
is, the robots always detected the right side light slightly in advance of the left when
encountering a double light. However, the two and three hidden node controllers then
always lost sight of both lights simultaneously while the four internal nodes controller
may then perceive only a left side light as it moved on. This is due to differences in
these controllers’ Layer 1 nets, which made the robots turn slightly and slow down when

encountering double lights, resulting in this LL event being generated.
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Figure 7.15: Extracted self-organised FSA for different solutions
using two up to four internal nodes. The internal states,
their coupled behaviour and also the transition signals
themselves have all been autonomously constructed by
the system. States in darker shade depict states where the
system has decided that modulation could take place
given that the gate node was active (i.e. the robot being in
a junction). These states have been labelled with their
corresponding observable behavioural consequences.

The networks were not reset in between epochs, therefore any "clearing” of the in-
ternal activation had to be performed by the networks themselves. The earliest time for
such a resetting of the internal state would be the event being generated just after the
junction had been passed. At that time the light activation trace no longer would be of

value. As training was conducted on a strictly sequential repetition of forward, left-turn,
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Figure 7.16: Complete run through a maze, dark circles denoting
invisible "danger zones” which needed to be avoided by
turning according to the light stimuli. The system had no
difficulties in navigating the maze appropriately even
though it had never encountered it before.

then right-turn epochs, it might be expected that the solutions would reflect this particular
configuration of turns. This was, however, not the case, as can be read out of the FSA.

To test the performance of the robot controllers outside the T-maze environment in
which they had been trained, a set of mazes was created. The robot was put in one end
of the maze, and had to find its way trough the maze using guiding lights placed before
each junction. If an incorrect turn was taken the robot could enter a "danger zone” and
would be destroyed. Figure 7.16 depicts the trajectory of a robot navigating through the
maze without difficulties, avoiding dead-ends and reaching the finish safely. Tests were
also conducted with a random sequence of left/right/forward epochs, and mogs #an

out of 10 000 such epochs were correct.
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7.6.7 Summary

We have shown how a simple layered system can self-organise into a set of distinct states
and qualitatively different behaviours as a result of learning a robotic delayed response
task. All the system was fed was the noisy sensor readings of the robot as it moved about
in the different environments, receiving a simple reinforcement, or fitness, at interspersed
intervals. From this continuous input signal, the system extracted a set of events in a
bottom-up manner. These events served as triggers for a recurrent neural network which
kept a trace of the passed stimuli (lights) and modified the functioning of the lower level
network when response cues (junctions) were encountered.

The use of an internal gating node proved fruitful and the system learnt to use this in
order to keep the state of Layer 2 internal, i.e. not propagating the modulation at every
time-step down to Layer 1. Potentially, extending the solution presented in this paper, the
system should also be able to learn how to affect the input-to-output mapping as to focus
attention to particular sub-sets of the sensory array at different time-steps.

In this scheme, each layer effectively contains several behaviours, which can be more
or less active at the same time, instead of each layer containing a single behaviour like
in Brooks’ Subsumption Architecture (Brooks 1986). The modulating controller seems
promising, since it allows both top-down information and direct sensory inputs to be taken
into account simultaneously. Furthermore, the layered architecture presented here gives
the system the ability to use "inheritance” on a behavioural level through the modulation
of lower levels. Hence, the higher levels do not need to bother with details about how to
control the robotin every time-step, but rather focus on the overall task and modulating the
lower behaviour so as to aim for some abstract goal. Likewise, the lower level could carry
on its obstacle avoidance as time goes on, waiting for some higher level to intervene when
needed. As was shown here, robots are able to self-organise internally and behave quite
well. Whether or not this leads to well-behaved robots is an entirely different question,

still unanswered.
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7.7 Discussion

The learning systems (an SRN and an RL-LSTM) had a considerably easier task when
the redundant data had been filtered out, letting the system work on a sequence of discrete
events instead of the raw time-step based sensory data. As discussed, the event extraction
provided the means for handlirgbitrarily long delays between the stimulus and the
subsequent cue for response.

In addition to handling the Road Sign Problem, we suggest an Extended Road Sign
Problem. This involves distractions during the delay, thereby putting further demands on
the system not to lose track of what it is supposed to do. As discussed, another abstraction
level, which works orfilteredevent streams, could be added. This filtering would be task-
specific and would be based on that the system has already learnt, on a simple version of

the task, which of the inputs are relevant.



Chapter 8

Conclusions and Discussion

HIS DISSERTATION shows how to perform data reduction which is applicable to
T both memorisation and learning problems in mobile robotics. We present a novel
data reducer which is able to filter data temporally and spatially in real-time, and we
show how this reducer can be coupled to the motor systems, thereby getting a system
which is able to learn and execute memorisation and learning tasks involving extensive
long-term dependencies. Three memorisation problems and a typical learning problem
are addressed. These have in common the need for storage and subsequent processing
of a large amount of data. Our assumption is that data reduction will help us in dealing
with these problems. Such a data reduction will, however, not be a completely straight-
forward process due to the trade-off between memorisation and learning, and the inherent
difficulties of having to work on-line with non-stationary and noisy time-series containing
an unknown number of relevant indicators. In the following, we summarise the main ideas
behind our novel data reduction technique and outline the manner in which it operates
(Section 8.1). We then return to the memorisation and learning problems (Sections 8.2
and 8.3), and sum up the quite encouraging results of employing the data reducer. The
data reducer operates on the inputs to the robot control system. In order to carry out the
learning task, we have to construct a converse system for output production and link these
two functions together (Section 8.4). We address scaling issues (Section 8.5), and point

out promising directions for future work (Section 8.6), including the use of data reduction
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as a means for improving robot prediction and communication. This chapter, and thus the
thesis, ends with some final thoughts (Section 8.7) on the applicability of our results to

areas outside the mobile robotics domain.

8.1 Data Reduction

Data is relentlessly pumped into the system from the sensors, effectively making off-
line processing out of the question. We suggest that the data reducer should operate
on-line, and focus ochangedo the signal or the signal characteristics, as discussed in
Section 3.1.6. Specifically, data reduction should be based on techniques from the area of
change detectiorather than compression, see Section 3.1. In this way, underrepresented
data remains after the reduction, like the infrequent but often distinct indicators used in
learning situations (Section 3.1.5).

During operation, the robot may enter new areas or partake in new learning situations,
thereby encountering shifts in the input distributions as well as completely novel types of
inputs. We show how a data reducer which is largely unaffected by such density shifts
in the input can be constructed. This is accomplished by avoiding all forms of density
approximations or estimations, which are commonly used in compression-based systems,
as discussed in Section 3.1.4. We propose that instead of re-allocating the internal re-
sources of the data reducer to handle new input types, they should instead be incorporated
by additional resource-allocation within the data reducer, see Section 4.1. Such resource-
allocation is common in ‘constructive’ systems. We, however, introduce the requirement
that resource-allocation only is to occur if the novel inputs are also characterisaitde as
ble, acknowledging that a single input does not make a cluster (Section 4.3). This stability
requirement is to avoid the problem of getting spurious ‘experts’ (see below) which occurs
in several earlier reduction techniques (Sections 2.3 and 4.2.3). The proposed technique
handles novel types of inputs by resource-allocation, and minor shifts are handled by a
standard competitive-learning type of adaptation mechanism, see Section 4.3.

Not only is the distribution of input patterns non-stationary in the robotics domain, but
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therelevanceof the input patterns may also change during operation. This makes it diffi-
cult to know what to keep through the reduction and what to discard; noise on the sampled
signal namely makes a loss-free reduction infeasible, some information must be discarded
to reach useful reduction levels. We propose that the data reducer focuses on keeping all
‘noteworthy’ changes to the signal throughout the reduction. Exactly what constitutes a
noteworthy change is not a clearcut issue, hence our discussion on this subject in Sec-
tion 3.2.2. Instead of basing the reduction on density like a compression-based approach,
we propose it is based on distinctiveness. Large changes in input space certainly could be
considered as noteworthy, but making this the only criteria for reduction would make us
susceptive to the ‘cat burglar problem’ described in Section 3.3.3. This problem involves
a series of very small changes which together accumulate over time, rather than occurring
in one—easily detected—Iarge jump. Instead, we suggest that the input space is split into
a set of regions with clearly defined borders. These regions can be in the form of clusters
or trajectories and can be implemented through a wide variety of techniques which we
collectively call ‘experts’ (Section 3.1.1). We propose that the extraction of these experts
is made in an unsupervised (automatic) manner to account for an unknown, and possibly
changing, number of used input regions or trajectories, i.e. a dynamic number of experts.
We suggest that whenever the signal traverses an expert border, i.e. is better accounted
for by another expert, a notification or ‘event’ is to be triggered, see Section 3.2. That
is, the data reducer outputs something (in the form of an event) which it considers worth
storing. In this manner, the size of individual changes do not directly correspond to event
triggering: a small change will trigger an event if the signal crosses a border, whereas a
big change will not trigger an event if the change is accounted for by one and the same
expert. Thereby the ‘cat burglar problem’ is solved, and we have a clearcut definition of
noteworthy changes: changes which make the signal cross an expert border.

We suggest that the data reducer could quite appropriately be thought of as an ‘un-
supervised event extractor’. Triggers (in the form of experts) are extracted bottom-up
from the signal, and these triggers are used to signal changes, according to the extraction

framework proposed in Section 3.3. A spatial and temporal filtering thus takes place,
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by first assigning inputs to one of the experts, and then collapsing repetitions of same
expert assignments into one, as shown in Section 5.1. It is worth pointing out that we
view events not as something taking place in the environment, but rather in the sensory
systems (Section 3.2.2). Different agents observing the same happening may thus re-
ceive different streams of events. For us as external observers there may in fact be no
meaningful interpretation of some events, as they are formed in an unsupervised process.
The extracted events are in a segsaundedin the input space as they are a result of an
unsupervised structuring of the signals (Section 3.2.3). The data reduction transforms ex-
tensive synchronous streams of high-dimensional inputs into sparse asynchronous streams
of essentially symbolic events which depict ‘noteworthy’ changes in input space. These
streams of events can be used instead of the raw data, for storage, processing, as well as

credit assignment.

8.2 Memorisation

Our data reducer is constructed specifically with learning problems in mind, where rel-
evant indicators may be underrepresented compared to other inputs. The reduction is
therefore based on change detection criteria rather than on compression criteria. This,
however, has a negative side effect, namely in terms of overall signal quality. As shown
in Section 3.1.4, taking the infrequent signals into account does not pay off in an overall
(compression-style) error minimisation. Our reducer will thereby generally have higher
mean-squared-errors than a regular compressor, as described in Section 3.1.3. We argue,
however, that mean-squared-errors may not tell the whole story in terms of memorisation
performance. Even the ‘standard’ memorisation problems, like Route Learning, can ben-
efit greatly from our approach. As we have shown, compression-based systems become
experts at recognising each-and-every type of frequent input, like wall inputs in our wall-
follower experiments, but they simply ignore the infrequent ones, like the odd doorway
or corner (Section 4.5.2). These infrequent inputs are, however, crucial for correctly char-

acterising the route, and are captured very nicely by our change-detecting data reducer. A
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global map of the environment can in fact be reconstructed from what remains after our
reduction (Section 5.2); something not possible if corners, doorways, etc., are missed.

Not only does our data reducer provide a ‘crisper’ reduced route description, it does
so in a fraction of the time—even a single pass may suffice—compared to the existing
approaches which are based on repeated exposure to carry out a density estimation, see
Section 4.5.2.

This thesis also shows how Novelty Detection can benefit from a data reduction (Sec-
tion 5.3). The extracteceduced sensory flodoes not require much storage space com-
pared to the original data, as we get an essentially symbolic representation, whose size is
virtually independent of the dimensionality of the actual sensory (Section 6.6) and mo-
tor (Section 7.2) systems. An extensive record of what has been encountered can thus,
through the reduction, be kept in memory as a reference (Section 5.3.3). This means
that we can detect omissions and juxtapositions of sensory inputs, something not possible
unless this information is stored (Section 5.3.2).

The extracted events are quite low-level constructs, closely coupled to the sensory
systems. A consequence is that the extractor will be sensitive to noise, and may not
generate exactly the same event sequence each time it is subjected to a particular training
scenario, depending on the signal-to-noise ratio and, as shown Section 5.4.5, the number
of experts. This is a problem in all the memorisation problems, where reliable stored
references are needed. In the Lost Robot Problem (Section 5.4), the system for example
needs to compare its current input (when lost) with stored traces of earlier encounters. To
tackle the noisy event extraction, we show how local alignments can be used to compare
event sequences, see Section 5.4.4. Local alignment techniques are simple and fast means
for finding good matches between strings of symbols, and as a side effect we also get a
sort of ‘confidence’ measure in terms of the resulting matching scores, even if there are no
perfect matches. Not only is our system able to correctly and quickly identify (and rank)
all matching regions, but it is also able to detect when it has been placed in a completely
novel environment. This is possible even if there are no uniquely identifying inputs or

landmarks therein, as shown in Section 5.4.5.
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8.3 Learning

The tradeoff between memorisation and learning does thus not necessarily imply that
memorisation would suffer if the demands of learning are also taken into account when
designing the data reducer. In fact, we argue that the reduced descriptions are likely to
improve in quality, even though we will get a lower overall (sample-by-sample) corre-
spondence. The learning problem we address is the delayed response task known as the
Road Sign Problem. There, the initially unknown indicator is a road sign passed several
(hundreds, thousands or even millions) of inputs before a junction is encountered, see
Section 6.2. Credit assignment must thus stretch all these data points.

We suggest keeping the temporal credit assignment techniques as they are, but help
them reach further into the past by reducing the amount of data they encounter (Sec-
tion 7.5). There, however, is a chicken-and-egg sort of situation between data reduction
and this credit assignment; each of them in a sense requires that the other has already
been performed, see Chapter 1. We propose the following solution to this dilemma: the
data reducer should perform its work completely irrespective of the particular task, try-
ing to maintain a wide variety of different data points. That is, a sort of ‘general’ event
stream is to be extracted. Credit assignment is then performed on these events, in order
to identify the (currently) relevant ones. It is important to remember that events which at
the moment seem irrelevant, may at some later stage become the target for learning and
should thus be available for credit assignment. We do not subscribe to an approach where
only ‘known-to-be-relevant’ events are extracted from the stream. This, however, means
that our system will extract and process events which may be completely irrelevant for
the task, see Section 6.3. In sum, we suggest keeping all data points that are ‘different’
(event-triggering) through the reduction—a sort of first weeding—and then at a later stage
sort out which are the relevant ones amongst those that remain. (See also the discussion
on the somewhat oxymoronic concept of ‘irrelevant events’ in Section 3.2.2.) It is worth
pointing out that we do not assume there is a single, perfectly observable indicator, but

we do require that indicators are distinct enough to cause event triggering, i.e. that they
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remain after the reduction. If the relevant indicators do not trigger events, successful
credit assignment cannot take place. To remedy this problem, we have identified three
main alternatives. First, we can improve the sensory array on the robot to improve the
effect of the existing indicator. Second, we can change the manner in which we present
the stimuli to the robot, thereby activating existing sensors to a larger degree. Third, we
can modify the parameter settings of the extractor to be more sensitive. We argue that the
latter is probably most suitable in real learning situations; let the robot do the task again,
and make it ‘pay greater attention’ to what is happening, i.e. trigger more events by re-
laxing the demands of novelty and stability on expert incorporation, see Section 5.4.2 for
such effects. Setting the extractor to trigger a large number of events will make the task
more difficult in terms of credit assignment, but will generally not cause any catastrophic
effects. In the extreme, an event is triggered each and every time-step, and we have then
returned to the level we started from in the first place.

We addressed the question of how and when feedback for learning is to be given. We
constructed three different learners, with different levels of feedback. The first (Learner I)
is based on immediate feedback each time an event is triggered, stating whether or not
the event is associated with the correct behaviour internally (Section 7.3). This is an ex-
tremely simple to use but somewhat unrealistic setup, as we have to manually specify the
correct behaviour for each extracted event. It requires us, as feedback-givers, to do an in-
terpretation of what each event ‘means’; events are extracted in an unsupervised manner
from the sensory signals, and may thus not directly correspond to any meaningful inter-
pretation for us as external observers. Learner Il instead works on delayed reinforcement,
based only on the observable behaviour of the robot, i.e. it does not base feedback on the
processing and couplings taking place inside the robot (Section 7.5). We argue that this
is the manner in which most real-world learning scenarios occur. The robot only receives
feedback upon the successful completion (reward) or dismal failure (punishment). In our
Road Sign Problem experiments, the system is only given feedback some time after the
junction is passed, based on whether or not it has turned in the correct direction, as indi-

cated by the preceeding road sign. This works admirably as periods between events get
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warped into a single unit. The delays between the stimuli, the cue for response, as well
as the delay until the feedback is eventually given, can thereby be arbitrarily long. This
means that learning no longer has to take place within a very limited time window, but
can successfully take place over several seconds, minutes or even hours worth of data. A
third learner, Learner lll, is also presented in Section 7.6. In this learner, behaviours (see
below) are extracted automatically in a massive trial-and-error process, rather than manu-
ally constructed as in Learners | and Il. To carry out the delayed response task, we namely
have to endow the robot controller with a mechanism for affecting its motor settings, i.e.

for enabling control.

84 Control

Inputs flow into the robotic control system in a time-stepped synchronous manner. To
interact with its environment in real-time, the robot has to be equipped with facilities for
similar time-stepped synchronous output production. Learning which outputs to produce
at each point in time is a very difficult task due to the massive amount of data, especially

if there are long-term dependencies. We argue, however, that a robot controller equipped
with a data reducer has an advantage when it tries to learn such relationships; it has access
to a reduced asynchronous stream of essentially symbolic events, which can depict inputs
occurring several thousands or millions of time-steps back. We show in this thesis how,
besides producing a stream of essentially symbolic events, a converse stream of essen-
tially symbolic behaviourscan be constructed. We also show how these asynchronous
event and behaviour streams can be coupled together and used for the correct production
of massively context-dependent actions (Section 6.4).

Different alternatives for generating actions, i.e. motor commands, are reviewed in
Sections 6.4 and 6.5, and we identify the area of hybrid control systems as being closely
related to our situation. Based on ideas from this area, we show how a layered system or
‘switched plant’ can be constructed which incorporates an unsupervised event extractor.

Our system consists of two layers: a low-level time-step based layer and a higher-layer
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event based one. According to the switched plant approach, we suggest that events on the
higher layer lead to the change (switching) of the continuous low-level controller, see Sec-
tion 7.2. In this scheme, behaviour switching only occurs when events are triggered, and
in between events a single behaviour is thereby in control. A behaviour could correspond
to a single output pattern which is sustained until the next event, but this would be a very
rigid control scheme. We instead propose that behaviours are realised throwagluka-

tion of the lower-layer input-to-output mapping. That s, instead of specifying the outputs
directly, the higher-layer behaviour specifies the manner in which inputhappedo
outputs. We suggest that this modulation take place at the individual sensory channel
level. Thereby, the robot can focus ‘attention’ on particular sub-sets of the sensory ar-
ray at different times; when conducting right side wall following, it could for example
pay less attention to the left side sensors, as shown in Section 7.2. By just switching the
input-to-output mapping, rather than subsuming the output production, the system can
take quick action to avoid obstacles when they begin to affect the inputs, before the inputs
change enough to actually cause event triggering. That is, the system does not need to
await an event to react to external stimuli. Processing has in a sensddiegatedo the

lower layer, and the higher layer can process other information. For more discussion on
this, see Sections 6.5 and 6.7. We acknowledge that the downside with this approach of
modulating behaviours is that there is no longer a one-to-one correspondence between the
robot’s observable actions (outputs) and the internal behaviours. Several different internal
behaviours can produce the same actions, and a single internal behaviour can lead to the
production of a wide range of outputs depending on the inputs. We argue, however, that
as feedback does not need to be given based on the internally selected behaviours, but
only on externally observable actions (the difference between Learners | and Il), thisis in

practice not a problem.
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8.5 Scaling Issues

We here take a closer look at what would happen if we had drastically larger sensory
arrays, or more complex (not piece-wise stationary) signals. We would for instance not
suggest that data from a camera or microphone be directly fed to our current event ex-
tractor; see the discussion below. The current system contains a single monolithic event
extractor which is directly connectedadi the sensors; this is not appropriate for all situ-
ations. There are, however, at least three ways in which scaling issues could be tackled.
First, we could split the sensory array into sections. In our current system the entire
sensory array is connected to a single event extractor, and the array elements are all nor-
malised (linearly scaled) to the same range. This implicitly assumes that each sensory
element is equally important or relevant. The distance functions used for determining
novelty (as well as stability) involve all the array elements. The number of array elements
that change will thus affect the calculated distance. That is,d@fements each change
some valueAp, this will (obviously) lead to a higher distance value than just a single
element changing\p. This means that only extremely salient changes will be detected
(corresponding taAp), or changes which affect a large portion of the sensory array, and
others will be ignored. If we have a large sensory array, consisting of several different
types of transducers, we would suggest that several different event extractors also be used.
That is, the sensory array could be split into subsets, or ‘modalities’. For instance, one
event extractor could be operating on auditory data, another on visual data, and yet an-
other on the tactile sensory array, and so on. The size (humber of elements in the sensory
array) of the respective modality would then not matter, as its event extractor could have
its own parameter setting. We would then receive different types of events, and learning
could take place between these events as well as between events and behaviours.
Second, we could add a pre-processing step. If the signal is more complex than hav-
ing piece-wise stationary means, specific features could be extracted or enhanced which
are already known to be of importance. Ideally, the pre-processing should, however, be

done without a particular task in mind, to maintain the broadest possible applicability of
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the system. This corresponds to the idea of solving difficult ‘Type-2 problems’ (Clark

& Thornton 1997) by simply transforming the available inputs to another, more useful,
representational form. A pre-processing step would be needed to extract events from a
camera image; we would not expect the current event extractor design to work directly
on the camera images. As a first step, we would suggest that histograms or optical flow
be calculated and the result of this is then fed into the event extractor. In this manner,
continuous movement of objects in the camera image would not trigger repeated events
(due to activation of different pixel elements) but rather the appearance or disappearance
of objects, or changes in direction of objects. This of course begs the question of exactly
what an ‘object’ is; the relationship between the unsupervised extraction of ‘objects’ from
sensory array data, and the extraction of events is one which certainly warrants further in-
vestigation.

Third, and final, we could incorporate more ideas from the change detection area into
our event extractor. Only a very crude implementation of some of the basic ideas was
incorporated in our current system. Change detection does, however, involve literally
hundreds of different techniques, many of which are specifically designed to handle huge
sensory arrays as well as a wide spectrum of different signals. For an overview of the area,
we recommend Basseville & Nikiforov (1993). Incorporating more advanced concepts
from this area into an event extractor should be a rewarding exercise, and it should help

us deal with many of the scaling issues.

8.6 FutureWork

8.6.1 Prediction

A crucial component of any autonomous robotic system acting in the real world would be

the ability to predict consequences of different actions. That is, before actually perform-

ing an action, the system can internally simulate what would happewésto perform

the action. In this manner, potentially damaging or non-rewarding actions can be avoided

before they even take place, and another course of action can be followed instead (Gross,
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Stephan & Seiler 1998). While several prediction-based systems are already in existence,
most of them work on the time-step level. Thereby they can predict what would happen
during the a set of upcoming time-steps. Depending on sensor update frequency, this
would however typically just constitute a very short-time prediction involving a few sec-
onds into the future. While this is sufficient for some simple environments, longer-term
predictions could be of utmostimportance for the system’s well-being in the long run. The
prediction mechanism could instead work on the event stream, as shown by Nolfi & Tani
(1999). This would—in theory—allow the robot to predict arbitrarily far into the future
(Figure 8.1) as the actual time periods between events are removed while moving to the
asynchronous event level. The system proposed in this thesis can affect its own upcoming
events, for instance by selecting a specific turning direction at a junction. This means
that some sort of resolution mechanism has to be implemented which tgstsifiche-
havioural sequence, as all possibilities could most likely not be predicted in parallel. The
time-period into the future actually covered by such a mechanism would now instead be
limited by the rate of event triggering. That is, the system may be able to predict a certain
number of events into the future, independent of the number of time-steps that usually
take place in-between succeeding events.

In this context, we could see the usefulness of episodes, whexpisodds a series
of events. We suggest splitting the event stream into episodes based on reinforcement
signals; an episode ending when a positive or negative reinforcement is received. The idea
behind this is that the reinforcement is caused by the events occurring before it (leading
up to it), i.e. some form of causality is assumed. After the reinforcement is received
(and propagated back using the temporal credit assignment), a new episode begins. As
the data reducer gives us reduced representations, several episodes could be stored in
memory at once, and we could match against these, e.g., using the parallel alignment
techniques presented in Section 5.4.4. This means that during operation, the robot can
check against previous episodes, and if a match is found, it can check the ‘outcome’ of
that previous episode. If it ended in a positive reinforcement, the robot could carry out the

same behaviour as the last time. If, however, it detects that this type of episode previously
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Figure 8.1: The robot can predict a future reward or punishment that
occurs a couple of events into the future. The actual time it
would take to complete this travel route may involve
mapping hundreds or thousands of inputs to outputs on the
time-step level, but just a few interspersed ‘symbols’ on
the event level.

resulted in a negative reinforcement, the robot can initiate actions to avoid it; another

course of action may be taken or a new behaviour may even be constructed.

8.6.2 Communication

A growing field in mobile robotics is that of multiple robots interacting in the same envi-
ronment. A means for communication about inputs, outputs and their consequences allow
the robots to share their experiences, coordinate their behaviour and develop a social sys-
tem of interactions (Billard & Dautenhahn 1999).

The unsupervised event extraction mechanism presented in this thesis produces a set

of events, which we can assign to symbols, liké, andc. This would in effect produce
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Figure 8.2: (a) A person transferring an event and behaviour sequence
in a compact ‘symbolic’ manner to another person which
can recreate the expected sensory-motor streams. (b) A
robot transferring an event and behaviour sequence in a
compact ‘symbolic’ manner to another robot which can
recreate the expected sensory-motor streams.

a set of groundedevent symbols’, in that each of these ‘symbols’ has a corresponding
typical sensory pattern associated with it. Further, a similar unsupervised classifier could
be applied to the modulation patterns, and a set of ‘grounded behaviour synitafs’,

T etc., would be obtained. Associations between the input ‘event symbols’ and the output
‘behaviour symbols’ can then be learnt using a standard symbolic learning technique.
Perhaps these ‘symbols’ could be used for communication. To make such interaction
feasible, at least at initial stages, a number of requirements need to be met. Some of
these include equivalent—but by no means necessarily identical—sensory capabilities
for detection of events, similar past exposure to different situations in the environments,
and analogous means for interacting with the environment on the motor side.

Consider the example in Figure 8.2, where a travel route is communicated between
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systems. Some of the input events in system (a) do not seem to require a corresponding
behaviour specification. That is, some input events can be adequately handled with just
a ‘default’ mapping, i.e. can be communicated without reference to a corresponding be-
haviour. This is closely coupled to the way top-down modulation is applied in our system.
Modulation should only be required when an event should lead to different behaviour in
different contexts. For example, just following a straight road or corridor can be per-
formed using a single behaviour each time. However, when the system receives an event
that it sometimes applies modulation in response to, it needs to winaet of the modu-

lation output patterns it should use; ‘no modulation’ is of course also one of the possible
commands. Such events should have their chosen behaviour communicated explicitly.
An example of this is a system which encounters a junction or a crossroads and has to
decide in which direction to turn. The concept of modulation thus is closely related to the
concept ofdecision making Decision points can be identified as those instances (input
events) where the system may apply modulation, depending on context. At each decision
point, the appropriate behaviour must be specified explicitly in the communication: ‘turn
right’, or ‘turn left’.

The default mappings may cause confusion. If the communicating systems have not
acquired the same default mappings through their respective interaction with the environ-
ment, the communicated message may be misinterpreted. If, for instance, the transmitting
systemalwayshas gone straight through crossroads, it may not communicate information
about what to do at the crossroads as it does not view it as a decision point. The receiving
system, on the other hand, may have learnt that it could apply modulation in order to turn
in different directions. It may even have acquired a turn in some direction as a default
mapping and will thus perhaps choose to go in this direction if no explicit behaviour had
been specified in the received message, thus ending up in an incorrect location (having no
explicit information, it would probably be best to act according to the established default
mapping).

There are also interesting variations of what is transmitted. Very exact routes can be
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communicated if information about event duration—see the discussion on run-length en-
coding in Chapter 5—is included, analogous to the manner in which treasure maps can
contain very detailed information about how to move in order to end up in the correct
location. On the other end of the spectrum, filtered event streams could also be transmit-
ted, containing only information about decision points and their corresponding behaviour,
‘when you see a yellow house on the left side, you should turn right’. Both of these vari-

ations can be expressed by the types of event-based systems presented here.

8.7 Final Thoughts

There is nothing exclusively robotic in the time series processing we have conducted here.
The data reduction technique can be applicable to other domains as well, where tracking
changes in a continuous-valued signal is of interest. Recently, an implementation of our
data reducer appeared in the context of on-line broadcasting estimation, where user re-
guests to a wireless broadcasting source have to be predicted, see Vlajic, Makrakis &
Charalambos (2001). Users can request information (documents) at any time, but may
have to wait for it if something else is currently being broadcast. The request probabili-
ties of different documents change over time. A technique for on-line tracking of request
probabilities is therefore desired. Previous approaches are based on fixed-size estimation
windows, where the size of the window is a crucial component. An approach which com-
bines the advantages of both small- and large-scale estimation windows is desired, i.e.
maintaining vigilance through a small-scale window, at the same time providing accu-
racy during intervals of constant or slow varying document request probabilities through
a larger-scale window. According to Vlajic et al. (2001), our data reducer has the key
properties of such an ideal estimator. This led them to using it in a set of broadcasting
simulations, with interspersed changes in the request probabilities. Specifically, our sys-
tem was compared with two other recently proposed estimators, a ‘simple request proba-
bility estimator’ and a ‘true request probability estimator’. In all cases, our data reducer

was considerably better than the other methods, both in terms of the average service time
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and the number of mobile users which could be served through the broadcasting. Besides
clearly outperforming the existing approaches, they pointed out that—as a bonus—a good
generalised representation is obtained of what could be called ‘distinguishable states’ in
the request behaviour through the set of experts. In other words, the data reducer could
possibly be used as a general time series data mining tool. Data mining is an exciting
area of research and application which, however, is outside the scope of this thesis. Im-
plications of our findings for the data mining area, as well as other areas, is left for future

research to explore.
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Appendix A

Khepera Robot Specifications

Shape circular, 55 mm diameter, 30 mm height
Weight approximately 70 grams
Motors 2 separately controlled DC wheel motors, with incrementaljen-

coders corresponding to 12 pulses per millimeter of path for
the robot, with a minimum speed of 2 cm/s up to a maximum

of 60 cm/s

Sensors 8 infra-red proximity sensors measuring ambient light (light
sources) and reflecting light (obstacles) every 20 ms, using 10

bits per sensor, with a range of up to 50 mm

Power supply 4 rechargeable Nickel-Cadmium batteries allowing for 30-45
minutes of uninterrupted autonomous operation
Communication RS-232 serial cable for directly controlling the robot, using|up
to 38 kbps
Processor Motorola 68331, 16 MHz
RAM 256 Kbytes
EPROM 128-256 Kbytes
cont.
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Appendix B

Khepera Simulator Settings

Khepera Simulator 2.0 (Michel 1996)

o

Sensor Model default setting ott10 % noise (uniformly distributed) adde
to the distance values and default settingtdf % noise (uni-

formly distributed) added to the light sensors

Motor Model default setting of-10 % noise (uniformly distributed) added to
the amplitude of the motor speed and default setting:®f%

noise (uniformly distributed) added to the resulting direction

World the used worlds were within the maximum allowed size| of

1000 x 1000 mm, and were made up of bricks and lamps
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W08 w0% o3 5 almlated Khepera

ay 1 | distance sensor values
3| motor values

interface
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YAKS (Carlsson & Ziemke 2001)

Sensor Model

up to5 % noise (uniformly distributed) added to the distan
values and the light readings from the look-up tables are sg

randomly between 1.0 and 2.0 (i.e. increased upO® %)

based on a uniform distribution

ce

aled

Motor Model based on recorded actual Khepera (rough) movement for dif-
ferent settings, no additional noise currently added in the $sim-
ulator

World large worlds were used (no limitations on the size of the mod-
elled world), constructed using variable-size wall segments,
round obstacles, zones, and lights
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