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ABSTRACT facilitating educational research by providing a common bench-

A Concept Inventory (CI) is a validated assessment to measure
student conceptual understanding of a particular topic. This work
presents a CI for Basic Data Structures (BDSI) and the process
by which the CI was designed and validated. We discuss: 1) the
collection of faculty opinions from diverse institutions on what
belongs on the instrument, 2) a series of interviews with students to
identify their conceptions and misconceptions of the content, 3) an
iterative design process of developing draft questions, conducting
interviews with students to ensure the questions on the instrument
are interpreted properly, and collecting faculty feedback on the
questions themselves, and 4) a statistical evaluation of final versions
of the instrument to ensure its internal validity. We also provide
initial results from pilot runs of the CI.
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1 INTRODUCTION

A Concept Inventory (CI) is a validated assessment of student con-
ceptual knowledge for a particular topic. Validation is the process
through which it is determined that a CI measures what the de-
signers intended it to measure [1]. CIs first appeared in physics
with the Force Concept Inventory [14], an assessment designed to
measure student knowledge of Newtonian Mechanics, and have
since become popular within STEM disciplines for establishing
what students know. The value of such an assessment includes

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.

ICER 19, August 12—14, 2019, Toronto, ON, Canada

© 2019 Association for Computing Machinery.

ACM ISBN 978-1-4503-6185-9/19/08....$15.00
https://doi.org/10.1145/3291279.3339404

mark for student knowledge, and supporting instructors looking to
diagnose areas of strength (or weakness) in their particular courses.

In computer science, there have been two instruments created
for use in such a manner: the Second CS1 instrument [20] and
the Digital Logic Concept Inventory [13]. Our work complements
the field by adding the Basic Data Structures Inventory (BDSI), a
new CI that can be used in conjunction with a CS2 course (or the
corresponding course that teaches Basic Data Structures).

In this work, we describe our process in creating and validating
the CI. We developed questions that address both the Learning
Goals [22] and common difficulties with Basic Data Structures [33].
The question development (and CI development) was iterative.
Questions were developed, students were interviewed on those
questions, and, based on their interpretation of the questions, ques-
tions were revised. Periodically, feedback from faculty at multiple
institutions was solicited. As the questions became more refined, a
draft of the CI was used at multiple institutions to gauge student
performance and interpretation of the questions. Then, a near-
complete version of the CI was used at multiple institutions to
statistically test the instrument. A final round of revision was then
performed along with a final administration and statistical analysis.

In this paper, we present the process by which the CI was de-
veloped and validated. Specifically, in accordance with modern as-
sessment design practices, we make claims about the instrument’s
validity and support those claims with corresponding methods and
results. In the final step, the statistical validation, we provide results
on the CI based on administration at multiple institution types. We
end with a discussion of some challenges in CI development, and
encourage faculty and researchers to begin using this CI to measure
student knowledge of Basic Data Structures.

2 BACKGROUND

A Concept Inventory (CI) is a multiple-choice assessment designed
to measure student understanding of the core concepts of a course.
The goal of a CI is not to summatively assess a particular student,
but rather to create a standardized instrument that can be used to
compare across instructors, courses, and pedagogies [1].

2.1 ClIs in STEM and Computer Science

ClIs arose from observations by physics educators in the mid 1980s
that conventional instruction in Newtonian physics was not work-
ing. It appeared that everyday beliefs about motion and force were
incompatible with Newtonian concepts; moreover, conventional
instruction produced little change in these beliefs [14]. This led to
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the design of the Force Concept Inventory (FCI) [14] to measure
these student misconceptions. The FCI led to the adoption of Peer
Instruction and other active learning techniques within physics ed-
ucation [4]. A later study [11] administered the FCI to 6542 students
in 62 different courses, and found that all traditional courses had
lower learning gains than those using active learning. The impact
of the FCI on the physics community led to the design of other
CIs both in physics [3, 19] and in numerous other scientific areas
including chemistry [17], genetics [25], statistics [26], calculus [8],
geoscience [18], oceanography [2], nursing [23], astronomy [24, 32],
and biology [6].

Within computer science, there have been relatively few Cls de-
veloped [27]. Tew and Guzdial developed the FCS1, an assessment
for CS1 that uses a pseudocode to measure students’ basic pro-
gramming knowledge [28]. Due to the unavailability of the FCS1,
the Second CS1 Assessment (SCS1), an isomorphic version of the
FCS1, was developed and made available to instructors [20]. A CI
has also been developed for Digital Logic [13]. Preliminary work
towards Cls is available for a number of other computer science
topics, including algorithms [5, 9], recursion [12], advanced data
structures [16], architecture [21], and operating systems [30].

2.2 CI Creation Process
Adams and Wieman [1] list several requirements for a useful CI:

o It must be easy to administer and grade without any training,
and in the context of a normal course schedule.

e The instrument must test ‘expert thinking’ of obvious value
to teachers.

o It needs to be demonstrated that it measures what it claims
(evidence of validity).

In order to meet these criteria, a CI must go through a rigorous
development process. We adopted the development process es-
tablished by Adams and Wieman [1], used for at least nine prior
concept inventories, and consisting of the following steps:

(1) Work with instructors to establish which topics are important to
cover. This can be done through the Delphi process [10], surveying
instructors’ syllabi and final exams, or discussing with instructors.
(2) Identify important topics on which students have misconcep-
tions, and develop open-ended questions on these topics. This can
be done via interviews with instructors or students.

(3) Identify particular student misconceptions when answering
open-ended questions, and use these as distractor answers when
developing multiple-choice versions of the open-ended questions.
This can be done by administering open-ended versions of the CI
and coding student wrong answers, or by having students perform
think-alouds while working through the open-ended test.

(4) Validate multiple-choice test questions through think-aloud
interviews with students to ensure that questions are not being
misinterpreted, and answers are not chosen for the wrong reasons.
(5) Statistically validate the test. After administering the test to a
large sample of students (preferably across multiple different types
of institutions), statistically assess the results.

There are a number of measures of statistical validity. The SCS1
was originally validated using Classical Test Theory (CTT) to mea-
sure the difficulty and discrimination of each question [20]. (Dis-
crimination measures how likely students who correctly answer a
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particular problem are to correctly answer other problems.) Later
work by Xie et al. [31] used Item Response Theory (IRT) to evaluate
the SCS1, and found that four questions on the test were too difficult
when it was used as a pre-test. Other commonly used statistical
measurements include Cronbach’s alpha, used to measure internal
consistency [13, 20, 31]; and Ferguson’s Delta, a measure of the
discrimination of the test as a whole [3].

3 BDSI CONTENT AND DEVELOPMENT

The 13 questions from the final version of the instrument are sum-
marized in Table 1. The questions cover a variety of data structures
topics, including lists, trees, stacks, and sets, with a heavy emphasis
on lists and trees. While all of the questions are multiple-choice,
they are presented in two formats—some ask that students select
only one option, whereas others ask students to select all the options
that apply. Each question has a primary learning goal according
to the goals described by Porter et al. [22]; the relevant table is
reproduced in Table 2.

In developing the questions for the BDSI, we faced a challenge
due to variations in course content, particularly surrounding the
choice of programming language. To make the BDSI accessible
to as many courses as possible, we aimed to develop questions
that are agnostic to the choice of programming language. Thus,
we augmented the pseudocode language originally used in the
FCS1 [28] and SCS1 [20] with minor modifications to include objects.
When presenting the BDSI to students, we provide a short reference
packet that encompasses:

® Question answering instructions that highlight the differ-
ences between the select-one and select-all question styles.

o Brief definitions for the interfaces and data structures used
in the BDSI. We provide these definitions to help account
for students who may have learned different terminology
depending on their programming language (e.g., array lists
in Java, lists in Python, and vectors in C++).

e A concise summary of the BDSI’s pseudocode language with
several examples.

Regardless of the language in which students learned the material
(Java, Python, or C++), students rarely identified programming
language differences, the pseudocode language, or data structure
terminology as sources of confusion in the course of our validation
work, as discussed in Section 4.4. While our pseudocode was tested
with students using a variety of imperative coding languages, we
do not address Basic Data Structures in functional paradigms such
as Scheme, whose teaching and learning may be different.

3.1 BDSI Development Team

There were two main groups of faculty participants: the BDSI
Project Team of six faculty (the authors), and the Expert Panel
of nine faculty. The Project Team consists of faculty with teach-
ing backgrounds from both large research-intensive universities
and small liberal arts colleges. We met frequently during the de-
velopment of BDSI, authored questions, conducted (or analyzed)
interview data from students, and analyzed results from pilot runs
of the instrument. Throughout the CI development process, we
consulted with an Expert Panel: CS2 instructors from a broad set
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Table 1: Summary of BDSI’s questions, goals, and data structures.

Primary Goal = Structures Question Description

ql 4 LL Correctly add an element to the tail of a linked list.

q2 1 LL Compare list performance with and without a tail pointer.

q3 1 LL Without looking at the code, experimentally determine how an ADT was implemented.
q4 1 LL Analyze performance of implementing an interface with a linked list.

q5 5 BST Identify BST insertion orders that lead to balanced trees.

q6 5 LL Explain the behavior of a function that uses a linked list.

q7 4 BT Write a function to compute a property of a binary tree.

q8 3 Many Compare the performance of satisfying an abstract interface with several structures.
q9 5 BST Analyze performance and effect on tree properties of adding elements to a BST.

q10 2 LL, Stack  Evaluate the performance of implementing ‘undo’ functionality with a linked list.
ql1 6 BST Determine appropriate cases for testing the correctness of a BST implementation.
ql2 4 BT Compute the width of a binary tree.

q13 2 List, Set Compare solving a problem with a list interface versus a set interface.

Table 2: Learning Goals Adopted from Porter et al. [22]

Goal# Learning Goal

1 Analyze runtime efficiency of algorithms related to
data structure design.

2 Select appropriate abstract data types for use in a
given application.

3 Compare data structure tradeoffs to select the ap-
propriate implementation for an abstract data type.

4 Design and modify data structures capable of inser-

tion, deletion, search, and related operations.

5 Trace through and predict the behavior of algo-
rithms (including code) designed to implement data
structure operations.

6 Identify and remedy flaws in a data structure im-
plementation that may cause its behavior to differ
from the intended design.

of North American institutions including research-intensive uni-
versities, public regional universities, liberal arts colleges, and com-
munity colleges. The Expert Panel provided feedback periodically
during the development process and were extremely helpful in
contributing their institutional context to the work. We expand on
the role that each group played in Section 4.

3.2 BDSI Versions

The BDSI went through many versions prior to being finalized.
Early in development, there was simply a collection of questions
used during interviews to elicit student thinking. Later, a cohesive
sequence of questions emerged and continued to be refined. There
are two key versions worth noting for our purposes here. A near-
final version that we call the Beta version was used in runs of the
instrument in Fall 2018. Small changes to two questions (q4 and
q5) were subsequently made based on feedback and analysis. The
result was the version we call the Final version of the BDSI; it was
used in the final pilot run. We provide analysis for both of these
versions of the instrument in Section 5.

3.3 Pilot Administration

To pilot the BDSI, we organized “final exam review sessions” to
be held in conjunction with the end of the term for courses that
teach Basic Data Structures. These sessions were led by course
instructors, TAs, or other faculty in the department and involved
students individually taking a one-hour “practice exam” that was
the current draft of the BDSL. Once complete, the exam booklets
were collected by the staff administering the exam, and the staff then
went over the answers to the BDSI as well as other course topics not
addressed by the CI. Students who attended the final exam review
session were allowed to opt-in or opt-out from participating per our
approved Human Subject Board protocol (if they opted out, they
could complete the practice exam but we did not use their data).

4 MEASURES OF VALIDITY

Modern assessment design involves marshalling evidence to sup-
port claims/interpretations [15]. As such, Table 3 provides an over-
view of the claims of validity and the methods and evidence in
support of those claims. Each claim is discussed in detail in the
following corresponding subsections.

As previously mentioned, a number of institutions participated
in the project at various points in the development process. A sum-
mary of institutions and their involvement can be found in Table 4.
The table contains the institution type: Community College (CC),
Primarily Undergraduate Institution (PUI), Liberal Arts Institution
(LAI), and Research-Intensive University (RIU); and the size of the
institution: (S)mall (< 5000), (M)edium (5000 < n < 10000), or
(L)arge (> 10000 students). Whether there was a Project Team
member and/or Expert Panel member at each institution is also
denoted. (Note that one Project Team member changed institutions
during the project, and that both institutions are reflected; and
that at I-M there were two Expert Panel members due to coverage
of topics across multiple classes.) Finally, the table indicates the
institutions where interviews were conducted, and how many stu-
dents were involved in piloting the Beta and Final versions of the
instrument. For institution I-F, there were two separate runs of the
Beta version during two separate terms.
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Table 3: Summary of Claims of Validity and Corresponding Methods

Section Validity Claim Methods Supporting Validity
4.1 C1. CI addresses topics that e Reached agreement among a Project Team and Expert Panel, representing a diverse
matter to instructors set of institutions, about the desired learning goals and topics [22]
4.2 C2. CI questions are meaning- e Developed questions to address Learning Goals
ful to instructors e Derived many of the initial questions from exercises that had been used in a class-
room setting
o Held meetings with Project Team and Expert Panel to gain agreement that questions
were valued
e Adapted questions based on feedback from Expert Panel and from instructors
piloting the instrument
4.3 C3. CI questions address key o Aligned questions with Learning Goals
concepts and student difficul- o Identified potential misconceptions and developed questions by conducting 50 total
ties interviews with students at 3 different institutions where students learned Basic
Data Structures in Java, C++, or Python
o Piloted open-ended version of CI with 408 students at 2 institutions to identify
common difficulties and construct multiple-choice distractors.
e Published the student difficulties with Basic Data Structures that we identified [33]
4.4 C4. Students properly inter- e Conducted 49 additional think-aloud interviews with students across 5 different
pret questions, including ques- institutions as they worked through the questions
tions written in pseudocode e Modified questions to address student understanding, and interpretation by non-
native English speaking students
o Used item discrimination (as shown in C5) to demonstrate that students are correctly
interpreting questions
5 C5. Instrument is internally o Conducted a statistical evaluation using Classical Test Theory and Item Response
consistent Theory to determine if the instrument is internally consistent.
Table 4: Summary of Institutions and Respective Project Involvement.
I-A I-B I-C ID IE G I'H 1 IJ K I-LL IM IN
School Type CC PUI LAI RIU LAI RIU RIU CC PUI LAI LAI RIU RIU
School Size M L S L S L L L L M M L L
Project Team X X X X X X
Expert Panel X X X X X X X
Interviews X X X X X
# Beta Participants 16 17 12 14 63 82/408 110
# Final Participants 57 11 164

4.1 C1: Targets Learning Goals

Our prior work surveyed a group of faculty across a diverse set of
North American institutions to determine which topics and con-
cepts are common to CS2 courses [22]. We found that CS2 courses
across institutions and instructors commonly included Basic Data
Structures such as stacks, queues, array-based lists, linked lists,
and binary search trees. Working with our Expert Panel at mul-
tiple institutions, we produced a set of learning goals for Basic
Data Structures [22] (articulated in Table 2). That work is critical to
claim C1 as it established the necessary consensus among faculty
about which learning goals were most important for Basic Data
Structures. We used the learning goals when building the CI.

4.2 C2: Questions Accepted by Instructors

To ensure that the questions on the instrument would be accepted
by instructors, we engaged instructors throughout the question
development process. The first drafts of our questions were made
to align with the Learning Goals, and were either taken from prior
studies [5, 16, 33] or from exercises that had previously been used
in CS2 classes at multiple institutions represented by the Project
Team.

The Project Team (the authors) were deeply involved in the
process of question development and refinement through student
interviews (described in Sections 4.3 and 4.4). The Expert Panel,
consisting of faculty from a broader and more diverse set of insti-
tutions than the Project Team, were engaged at multiple points.
Early in the question development process, we met with a number
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of Expert Panel members at a conference to solicit feedback on
the early drafts. This feedback was used to refine and re-focus the
questions. A year later, questions had been heavily refined through
interviews, and the Expert Panel was given a nearly-final version
of the questions for their review. In an engaged discussion between
the Project Team and Expert Panel, the Expert Panel gave the team
some minor suggestions for ways to improve the questions. More
importantly, during that meeting, members of the Expert Panel
agreed that the questions were meaningful to them as instructors
and that they would want to use the instrument in their courses
(subsequently, a few members volunteered to use the instrument
to assist with our validation).

After this positive feedback from the Expert Panel and the valida-
tion interviews with students described in Section 4.4, the Project
Team began using the instrument in pilot runs at a number of
institutions. During the pilot runs (including the large pilot runs
described in detail in Section 5), instructors at a number of institu-
tions were engaged in administering the CL Those instructors gave
us feedback, mostly minor suggestions, that we incorporated into
the final version of the CL

4.3 C3: Questions Address Key Concepts

To better understand student thinking about key concepts, our
team conducted a total of 50 interviews at 3 different institutions
(I-D, I-G, and I-H). These interviews consisted of asking students
to solve sample questions that targeted the learning goals for Basic
Data Structures [22]. The interviewers asked students to think
aloud when solving the problems, and occasionally asked follow-
up questions to clarify student thinking on particular questions.
In addition to the one-on-one interviews, we piloted open-ended
versions of the exam between winter 2017 and summer 2017 with
408 students at 2 institutions (I-G, I-J). The open-ended version
asked students to solve the problems either without multiple choice
options or, when multiple choice options were available, to justify
their selection in text. Overall, this process of interviews and open-
ended pilots identified a number of student difficulties with Basic
Data Structures, previously published in Zingaro et al. [33], and
were the foundation of our multiple choice distractors. Question
design involved an interleaving of misconception discovery and
question improvement, ultimately leading to a set of questions that
probe student thinking.

4.4 C4: Questions Are Interpreted Properly

Through the earlier interviews described in the prior subsection,
we had some confidence that the questions were being interpreted
properly. To bolster this interpretation, we used a draft of the full
instrument in 26 interviews at 3 institutions (I-G, I-H, and I-]) in
the summer and fall of 2017. These interviews were think-alouds
where students worked through the questions on their own without
any intervention from the interviewer except to prompt them to
continue thinking aloud if they went silent.

Those interviews identified misinterpretation by students be-
cause of ambiguity in the questions, key details of the questions not
being highlighted sufficiently for students to recognize their im-
portance, and difficulties with terminology by non-native English
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speakers. Questions were revised in collaboration with the Project
Team over the course of these interviews.

After gaining further confidence that the questions were being
properly interpreted, a second round of interviews in the spring
of 2018 was conducted with 23 students at 5 institutions (I-D, I-G,
I-H, I-], and I-I). Again, the format was think-alouds with minimal
intervention from the interviewer. These interviews produced a few
minor wording changes to some questions, but the key takeaway
was that the questions were being interpreted properly.

Throughout these interviews, the interviewers were careful to
note any confusions that might occur by students in using pseu-
docode rather than the programming language they used in their
particular classes. Somewhat surprisingly to the team, the pseu-
docode was not a barrier to the student interpretation of the ques-
tions in any significant way. Students expressing confusion about
the language was extremely rare, but when they did (e.g., how to
create a new object in the pseudocode), they would refer to the
provided example code and quickly resolve the confusion.

A final indication of proper interpretation is that questions across
the instrument should be internally consistent. Such consistency
tells us that when a student answers a particular question correctly,
they are likely to understand that question and are more likely
to answer other questions on the instrument correctly. Further
discussion of internal consistency appears in the following section.

5 C5:BDSIIS INTERNALLY CONSISTENT

In this section, we describe our analysis of the questions themselves
based on pilot runs conducted at a number of institutions. In order
to score the questions, we graded each question as either correct or
incorrect (no partial credit). For multiple-choice questions with a
single correct response, the correct response is required. For select-
all questions, all selections must be marked properly to receive
credit (e.g., if the correct answer is options B, C, and D, and a
student were to select either just options B and C or options B, C,
D, and E, they would be graded as incorrect).

As the BDSI was run at a number of schools in its Beta and Final
versions, we report summaries of these results where appropriate.
For some measures, we merge results across similar institutions
to simplify comparisons. For the bulk of the evaluation, we used
statistical techniques requiring large sample sizes. To perform this
analysis, while also including as many institutions as possible, we
use two primary datasets:

e Beta. Four pilot runs of the Beta version of the instrument
included more than 50 participants. The smallest of these four
pilot runs included 63 participants. To include more than one
institution in the analysis, but to not overweigh the larger
samples (one run at an institution had 408 participants), we
selected all 63 participants from the smallest group and then
randomly selected 63 students from each of the other three
runs. This dataset of 252 students from 4 different classes at
3 different institutions is referred to as our Beta dataset.

e Final. One institution had 164 participants take the Final
version of the BDSL

5.1 CTT vs.IRT

Classical Test Theory (CTT) is commonly used to validate CIs [20,
29]. It provides useful measures, such as question difficulty, question
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Table 5: Summary of Question Correctness

Beta Final
CC PUI LAI RIU LAI RIU avg.

ql 0.81 0.41 087 05 0.67 0.61 0.65
q2 0.31 0 0.37 0.12 0.14 0.09 0.18
q3 081 071 065 07 081 08 0.75
qg4 075 076 095 085 0.79 0.72 0.81
q5 062 035 04 027 033 033 0.39
g6 056 047 0.63 0.66 051 0.61 0.58
q7 031 0.18 033 045 033 039 0.33
q8® 0.88 047 0.75 0.67 058 0.72 0.68
q9 038 006 031 022 0.18 0.21 0.23
ql0 056 047 066 048 0.6 048 0.54
qllr 0.69 071 0.78 0.69 0.77 0.7 0.73
ql2 05 035 045 046 053 048 046
ql3 094 065 091 0.83 082 0.78 0.82

discrimination, and internal reliability, and these measures can be
used to ferret out questions that are performing poorly. At the
same time, it has several key drawbacks that make it unsuitable
as the sole source of quantitative validation data. First, CTT yields
measures that are dependent on the particular people taking the
test. For every administration of a test, one must re-run the CTT
analysis to check that the administration is “valid” [29]. Second,
CTT scores conflate ability with properties of questions; the scores
cannot be taken as uncontaminated measures of ability.

By contrast, Item Response Theory (IRT) is more robust: as-
suming the data meets IRT’s assumptions, its parameters are less
sensitive to the particulars of the sample taking the test. In the
following subsections, we perform both CTT (Sections 5.2-5.4) and
IRT analyses (Sections 5.5-5.6) in order to learn about the CI from
both perspectives.

5.2 Correctness

A summary of the correctness per question is provided in Table 5.
One key observation from these results is that correctness varied
by institution type; it varied across individual institutions, too, but
this is not shown here to avoid conclusions being drawn about
particular participating institutions. Identifying such variability in
student performance per question and institution is precisely the
point of such an instrument, but is not part of the validation. The
second observation is that questions varied in difficulty. Some were
easier for students in general (e.g., q4 and q13) and others were
more difficult (e.g., g2 and q9). A wide range of difficulty was a
goal of the project to ensure that ranges of student abilities were
captured and that faculty would want to use the instrument in their
classes. The latter point was brought up early in the development
process, with both the Project Team and Expert Panel expressing
concern that the instrument should neither be too difficult nor too
easy overall.

5.2.1 Point-Biserial Correlations. The point-biserial correlation
can be used to measure the extent to which an item discriminates
between high-performing and low-performing students. It is a num-
ber between -1 and 1: the higher the value, the greater the positive
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Table 6: Point-biserial Correlations, Cronbach Alpha Drops,
and Factor Loadings

Point-biserial ~ Alpha Drop

Beta  Final Beta Final Beta Final

Factor Loading

ql 0.34 0.52 0 -0.03 0.1 0.22
q2 0.52 0.31 -0.03 -0.02 0.2 0.09
q3 032 0.46 0 -0.03  0.07 0.17
q4 043 0.31 -0.02 -0.02 0.11 0.08
q5 0.44 0.42 -0.01 -0.01 0.17 0.15
q6  0.46 047  -0.02 -0.01 0.16 0.19
q7 0.53 0.5 -0.03 -0.02 0.24 0.2
q8  0.47 0.51 -0.02 0 0.19 0.21
q9 0.49 049 -0.02 -0.01 0.2 0.17
ql0  0.52 0.5 -0.03 -0.02 0.23 0.22
qll  0.45 0.52  -0.02 -0.02 0.16 0.21
ql2z 0.52 046  -0.03 -0.03 0.22 0.19
ql3 04 0.41 -0.01 -0.02 0.11 0.15

relationship between correctness on the item and correctness on
the overall instrument. Values of at least 0.2 are desirable [29]. In
the left half of Table 6, we provide the point-biserial correlation
for each question. For each dataset, we find that each measure is
well above the 0.2 cutoff, offering evidence that each question is
discriminating.

5.3 Cronbach’s Alpha

CI researchers often include a measure of internal reliability [7, 13,
20]. If the reliability is high, then a significant amount of variation
in test scores is a result of variation in the sample taking the test
(rather than a result of variability within the responses of particular
people). A common measure of internal reliability is Cronbach’s
alpha, and values above 0.7 are taken as sufficient evidence for
internal reliability [13]. Values for Beta and Final were 0.67 and
0.68, respectively, and are near this threshold.

Cronbach’s alpha can also be used to determine whether any
individual question is negatively affecting the test’s internal relia-
bility. Specifically, we can separately drop each item from the test,
and calculate Cronbach’s alpha on the test excluding that item [13].
In each case, we hope that the alpha value either stays as-is or falls:
if the alpha value were to increase, then we would have evidence
that the test is more reliable without the question than with it. The
center two columns of Table 6 provide the alpha drops that we
obtained when separately dropping each question from the test. We
see that the alpha drops are either zero or negative, so no item is
adversely affecting the test reliability. Moreover, the vast majority
of questions have a negative drop, demonstrating that the question
is contributing to the reliability of the assessment.

5.4 Ferguson’s Delta

Unlike point-biserial correlations that give a score to each question,
Ferguson’s delta is a single score for the test as a whole. It measures
the discriminatory power of a test by quantifying the amount of
spread that is observed in respondent scores [7]. Ferguson’s delta
yields a value between 0 and 1, with scores of at least 0.9 offering
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evidence that the test is discriminating. For our datasets, Fergu-
son’s delta was 0.96 for the Beta version and also 0.96 for the Final
version. In both cases, we can interpret the result as evidence that
the assessment is discriminating.

5.5 Item Response Theory: Preliminaries

When modeling with IRT, it is necessary to choose among several
competing models. 1PL, 2PL, and 3PL are often the models of inter-
est [31]. A 1PL model gives each question a difficulty parameter;
a 2PL model adds a discrimination parameter; and a 3PL model
adds a guessing parameter. We tested each of these models, and
settled on a 2PL model. The 1PL measures of fit were the strongest
of the three models, but three questions did not fit this model. All
questions fit the 2PL and 3PL models; we chose the 2PL model as it
had stronger measures of fit than the 3PL model.

In order to perform our analysis, we must establish that the in-
strument is unidimensional. This is an important assumption: IRT
assumes the data reflects one underlying trait [31]—in our case,
a student’s achievement level of Basic Data Structures. One way
to test this unidimensionality is through a Confirmatory Factor
Analysis (CFA). In a CFA, the researcher posits a number of under-
lying factors that are hypothesized to explain relationships between
variables. As we are testing whether a single factor (dimension)
explains the pattern of data, we ran a CFA with just 1 factor. Our
results confirm that the model fits the data well, suggesting that
we are measuring one underlying trait. Specifically [31]:

e The model chi-square value is an overall indication of whe-
ther the model fits the data. A large p-value, at least .05,
suggests that we should reject the hypothesis that the model
does not fit the data. Here, we have evidence of model fits: for
Beta, chisquare(252) = 71.6, p = 0.29; for Final, chisquare(164)
= 52.7, p=0.8.

e We also look at other measures of fit, and compare to the
cutoff values from the literature. We require a Comparative
Fit Index (CFI) of at least 0.9; our value was 0.98 for Beta
and 1.0 for Final. Root Mean Square Error of Approximation
(RMSEA) should be at most 0.1; ours was 0.02 for Beta and
0.00 for Final.

In the right two columns of Table 6, we provide the factor loading
for each item. The factor loading is the proportion of variance in
the item that the factor explains (between 0 and 1). All items had
a p value of < 0.01, strong evidence that each item’s variance is
significantly explained by the factor.

All of these measures point to a unidimensional dataset, and so
we proceed with IRT analysis.

5.6 Item Response Theory: Discrimination

An IRT model plots each question based on student relative per-
formance on the rest of the test, and in doing so, produces the
question’s discrimination and difficulty. For example, in Figure 1
we have the IRT curve for Q1 for the Final dataset. On the x-axis,
we have the z-score for student ability based on their performance
on other questions on the test (all other questions than Q1) where
a higher score means better performance. The y-axis is the proba-
bility that a student at that ability level will answer q1 correctly. As
student ability improves, their likelihood of answering Q1 improves.
Ideally, the curve on the graph is steep as this denotes the question
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Figure 1: IRT curve for Q1 on Final

discriminates well between populations of students (Q1 does in fact
discriminate well). The corresponding x-value for when the curve
crosses the 0.5 probability threshold denotes the difficulty of the
question; for Q1, the difficulty is -0.53. More negative values denote
easier questions whereas higher values denote harder questions.

For each question to differentiate among students, we require
that its discrimination parameter is acceptable. But the cutoff for
what is acceptable is not agreed-upon in the literature. Values of
0.7 or 0.8 are typical [31].

Table 7 provides the difficulty and discrimination of each ques-
tion for the two datasets. We find that the discrimination for nearly
every question is above 0.8 for both datasets. A few questions (q1
and q3 for Beta and q4 for Final) are below 0.8 for one dataset but
not for the other. The variation in student populations may help
explain this difference. For example, q4 has the second highest dis-
crimination for Beta yet has the lowest discrimination for Final. In
speaking with the instructor of Final, we learned that the instructor
had taught this very question to their students.

We find that the test has a mix of high and low difficulty ques-
tions. Supporting the correctness percentages in Table 5, g2 and q9
are quite difficult and q4 and q13 are fairly easy.

Overall, these results confirm that the BDSI's questions discrimi-
nate well and that they have a range of difficulty.

6 DISCUSSION

In this section, we discuss two examples of the subtle challenges
involved in validating that students interpret questions as intended,
our confidence in the present wording, and how faculty can access
and use the instrument.

6.1 Changes to the BDSI: A Cautionary Tale

To give a sense of the kinds of issues that arise in validating ques-
tions, we present two illustrative anecdotes from the experiences
of the Project Team.

Question 2 asks students about the operations whose perfor-
mance improves when adding a tail pointer to a Singly-Linked List.
In think-aloud interviews, students often initially said that it im-
proved both addition at the tail (correct) and removal from the tail
(incorrect). But for roughly half of those students, as they talked
through their choices, many self-corrected, realizing that removal
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Table 7: Item (Diff)iculty and (Discr)imination by Question

Beta Final
Diff Discr Diff Discr

ql  -17 038 -053 1.12
@2 11 203 3 086
q3  -303 033 -138 131
g4 -169 17 271 04
5 088 089 108 074
g6 -0.86 08 -0.66 0.88
q7 041 127 053 1.02
® -11 111 -1 133
qQ© 11 136 125 142
ql0 001 133 014 1.05
qll -1.13 095 -092 1.25
qi2 031 093 01 085
qi3 -202 098 -1.69 0.86

from the tail will not be faster as there is no way to quickly set the
tail to the preceding element. However, during large-scale runs of
the instrument, we found that the percentage of students correctly
solving the question without the think-alouds dropped. There was
variation by institution, but an average (across institutions) correct-
ness of 17% is below our experience in think-alouds. We suspect
the act of talking through their choice changed their answer.

Question 9, asking about the impact of adding a number of values
to a BST whose root presently holds its median value (where all
new values are greater than the largest presently in the BST), went
through many iterations of wording. An option choice once said
“The root holds the median of the tree” Students struggled with
whether we meant the median of the original tree (a true claim) or
if we meant the median of the new tree (a false one). We then added
the nomenclature Tj to refer to the original tree, and T to refer to
the tree after the additions. After that change, students properly
interpreted the options (though many still answered it incorrectly).

These experiences illustrate how subtle the question wording
and presentation format issues can be. As such, we caution those
attempting to amend the instrument as this bypasses the valida-
tion process we have undertaken to develop the BDSI. It was only
with the full combination of elements in Table 3 that we obtained
confidence in the question wording. As such, even well-meaning
attempts to improve the test are likely to introduce unforeseen
problems and will limit the ability to perform cross-comparisons
against results from the unmodified BDSL

Faculty should also be sensitive to how teaching examples in-
spired directly by the BDSI may vitiate the instrument’s measure-
ment capability. We already experienced one such accidental in-
stance during one of our pilots (Final), as mentioned in Section 5.6.
The instructor had lectured on the performance implications of
using a LinkedList to create a key-value store, diminishing the mea-
sured discrimination power for that question relative to identical
wording of that question in the previous pilot at the same institu-
tion. (We note that the instructor did so without any regard to the
BDSI; they simply always taught this concept explicitly.)

Porter et al.

6.2 How to Use the BDSI

With that caution out of the way, we now address how faculty can
adopt the BDSI as an instrument to compare aggregate student
knowledge of Basic Data Structures across institutions, instructors,
courses, and pedagogies.

The BDSI is available to faculty by joining the BDSI group on-
line!. The format of the instrument is a PDF in two parts: the
introductory material (including pseudocode guide), and the test
itself. It should be printed for students to complete on paper. There
are some diagrams in the BDSI, and an accessible, though not vali-
dated, version with text descriptions in place of the diagrams is also
available for visually-impaired students to complete on a device
with screen reader software. Faculty should plan on giving students
about 1 hour to complete the CI. Because Cls are not intended
to be used for summative assessment of individual students, the
BDSI should not be used on, or in place of, a comprehensive final
exam. However, students may find it useful as a supervised “dress
rehearsal” practice final exam, which faculty can use as a mutually
beneficial opportunity to obtain student results.

To preserve the usefulness and validity of the BDSI, faculty must
never publicly release the test or its solutions, and students should
not be permitted to take their copy from the room during or after
administration.

7 CONCLUSION

In this work, we present BDSI—a Concept Inventory for Basic Data
Structures—developed through consultations with faculty and inter-
views with learners. Questions on the CI were developed through an
iterative process of revision and feedback until faculty at a variety
of institutions reported valuing the content and students consis-
tently and correctly interpreted the questions. A large-scale pilot
run of the instrument followed by a smaller run based on final
revisions enabled statistical evaluation of the instrument. Using
Classical Test Theory and Item Response Theory, the CI was shown
to be internally consistent using a variety of statistical measures.

The value of a CI is not in the questions themselves, but in its
capacity to drive pedagogical change. As such, along with reporting
on the validity of the instrument, we have made the CI available to
the community. Educational researchers may now use this validated
assessment of student knowledge in their research, and instructors
can use it to gauge strengths and weaknesses in their own curricu-
lum. Ultimately, we hope that this CI will be taken up and deployed
by the CS education research community to further enhance student
learning.
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