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The Network Layer!

Application: the application (e.g., the Web, Email)

Transport: end-to-end connections, reliability

Network: routing

Link (data-link): framing, error detection

Physical: 1’s and 0’s/bits across a medium (copper, the 
air, fiber)
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IP Datagrams

• IP Datagrams are like a letter
– Totally self-contained
– Include all necessary addressing information
– No advanced setup of connections or circuits

Version HLen DSCP/ECN Datagram Length
0 8 16 24 314 12 19

Identifier Flags Offset
TTL Protocol Header Checksum

Source IP Address
Destination IP Address

Options (if any, usually not)
Data (variable len: typically TCP/UDP segment)
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How does an end host get an IP address?

• Static IP: hard-coded 
– Windows: control-panel->network->configuration-

>tcp/ip->properties
– UNIX: /etc/rc.config

• DHCP: Dynamic Host Configuration Protocol: 
dynamically get address from as server
– “plug-and-play”
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DHCP: Dynamic Host Configuration Protocol
Goal: allow host to dynamically obtain its IP address from network 

server when it joins network
– can renew its lease on address in use
– allows reuse of addresses
– support for mobile users who want to join network

DHCP overview:
– host broadcasts “DHCP discover”msg [optional]
– DHCP server responds with “DHCP offer”msg [optional]
– host requests IP address: “DHCP request”msg
– DHCP server sends address: “DHCP ack”msg
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DHCP server: 223.1.2.5 arriving
client

DHCP discover

src : 0.0.0.0, 68     
dest.: 255.255.255.255,67
yiaddr:    0.0.0.0
transaction ID: 654

DHCP offer

src: 223.1.2.5, 67      
dest:  255.255.255.255, 68
yiaddrr: 223.1.2.4
transaction ID: 654
lifetime: 3600 secs

DHCP request

src:  0.0.0.0, 68     
dest::  255.255.255.255, 67
yiaddrr: 223.1.2.4
transaction ID: 655
lifetime: 3600 secs

DHCP ACK

src: 223.1.2.5, 67      
dest:  255.255.255.255, 68
yiaddrr: 223.1.2.4
transaction ID: 655
lifetime: 3600 secs

DHCP client-server scenario
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DHCP: More than IP Addresses

DHCP can return more than just allocated IP address on 
subnet:
§ address of first-hop router for client (default GW)
§ name and IP address of DNS server(s)
§ subnet mask 
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IP Fragmentation, Reassembly
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• Higher layer’s data unit is too large for the lower layer
• Fragmentation: taking a large data unit and breaking it into smaller chunks
• Assembly: combining chunks into the original data unit. 

Examples:
- Transport: TCP takes stream of bytes and breaks into TCP segments
- Network: IP takes packets too big for a link and breaks them up into IP 

fragments
- Link: 6lowpan takes IPv6 packets and breaks them into link fragments if 

needed. 



IP Fragmentation, Reassembly

Different link layers have 
different MTUs (max 
transfer size) - largest 
possible link-level frame

large IP datagram divided 
(“fragmented”)  into 
several datagrams

fragmentation:
in: one large datagram
out: 3 smaller datagrams

reassembly

…

…
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fragmentation:
each smaller fragment is 
routed independently



IP Datagram Format

10

Version HLen Type of Service Datagram Length

0 8 16 24 314 12 19

Identifier DF Offset
TTL Protocol Checksum

Source IP Address

Destination IP Address

Options (if any, usually not)

Data

identify which larger 
chunk a fragment 

belongs to
flags if last 

fragment

offset field to piece 
fragments 

together in order

MF



IP Fragmentation, Reassembly

• Different link layers have different MTUs (max transfer size) - largest possible 
link-level frame

• large IP datagram divided (“fragmented”)  into several datagrams
– Reassembled only at final destination
– IP header bits used to identify, order related fragments

Slide 11

Slide 11



IP Fragmentation, Reassembly
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IP Path MTU Discovery
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Source Destination

Test # 1: Packet with length

1400

Try: 576

Test # 2: Packet with length

576 576

• Avoid fragmentation: Host tests link with a large packet
• Implemented with ICMP: set DF – do not fragment. Triggers error 

response from a router



How can we use this for evil?

A. Send fragments that overlap.

B. Send many tiny fragments, none of which have offset 0.

C. Send fragments that, when assembled, are bigger than 
the maximum IP datagram.

D. More than one of the above.

E. Nah, networks (and operating systems) are too robust 
for this to cause problems.
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IP Fragmentation Attacks…
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Recall: IPv4 Addresses

• 32-bit number, must be globally unique

• 232 => 4,294,967,296 possible addresses

• How many do you have?
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Private Addresses

• Defined in RFC 1918:
– 10.0.0.0/8 (16,777,216 hosts)
– 172.16.0.0/12 (1,048,576 hosts)
– 192.168.0.0/16 (65536 hosts)

• These addresses shouldn’t be routed.
– Anyone can use them.
– Often adopted for use with NAT.
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NAT: Network Address Translation

10.0.0.1

10.0.0.2

10.0.0.3

10.0.0.4

138.76.29.7

local network
(e.g., home network)

10.0.0/24

rest of
Internet

datagrams with source or 
destination in this network
have 10.0.0/24 address for 
source, destination

all datagrams leaving local
network have same single 
source NAT IP address: 
138.76.29.7,different 
source port numbers Slide 21



Implementing NAT

• Two hosts communicate with same destination
– Destination needs to differentiate the two

• Map outgoing packets
– Change source address and source port

• Maintain a translation table
– Map of (src addr, port #) to (NAT addr, new port #) 

• Map incoming packets
– Map the destination address/port to the local host
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10.0.0.1

10.0.0.2

10.0.0.3

S: LOCAL ADDR, 3000
D: EXTERNAL SERVER, 80

1
10.0.0.4

138.70.20.10

1: host 10.0.0.1 
sends datagram to 
external server, 80

NAT translation table

NAT Address, 7000     Local address, 3000
……                                         ……

S: EXTERNAL SERVER, 80 
D: LOCAL ADDR, 3000 4

S: NAT ADDR, 7000
D: EXTERNAL SERVER, 802

2: NAT router
changes datagram
source addr from
local address, 3000 to
NAT address, 7000,
updates table

S: EXTERNAL SERVER, 80 
D: NAT ADDR, 7000 3

3: reply arrives
dest. address:
NAT address, 7000

4: NAT router
changes datagram
dest addr from
NAT Address, 7000 to Local 
Address, 3000 

NAT: network address translation

Wide Area Network  
side addr

Local Area Network 
side addr

EXTERNAL SERVER: 120.130.140.150
LOCAL ADDR: 10.0.0.1
NAT ADDR: 138.70.20.10

Slide 23



10.0.0.1

10.0.0.2

10.0.0.3

S: 10.0.0.1, 3345
D: 128.119.40.186, 80

1
10.0.0.4

138.76.29.7

NAT translation table
WAN side addr        LAN side addr

S: 128.119.40.186, 80 
D: 10.0.0.1, 3345 4

S: 138.76.29.7, 5001
D: 128.119.40.186, 802

S: 128.119.40.186, 80 
D: 138.76.29.7, 5001 3

4: NAT router
changes datagram
dest addr from
NAT Address, 7000 to Local Address, 3000 

NAT: network address translation

Neither the sender nor receiver need to 
know that NAT is happening…

NAT Address, 7000     Local address, 3000
……                                         ……
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NAT Advantages

• Organizations need fewer IP addresses from their ISP. 
– With a 16-bit port field, we can put 65535 

connections behind one external IP address!

• Organizations can change internal network IPs 
without having to change outside world IPs.
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Principled Objections Against NAT

• Routers are not supposed to look at port #s
– Network layer should care only about IP header
– … and not be looking at the port numbers at all

• NAT violates the end-to-end argument
– Network nodes should not modify the packets

• IPv6 is a cleaner solution
– Better to migrate than to limp along with a hack

That’s what happens when network 
puts power in hands of end users! 
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When we use NATs, devices inside the local 
network are not explicitly addressable or 
visible to the outside world.

A. This is an advantage.

B. This is a disadvantage.
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How do we feel about NAT?

A. NAT is great!  It conserves IP addresses and makes it 
harder to reach non-public machines.

B. NAT is mostly good, but has a few negative features.  No 
big deal.

C. NAT is mostly bad, but in some cases, it’s a necessary 
evil.

D. NAT is an abomination that violates the end to end 
principle, and we should not use it!
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IPv6

• Initial motivation: 32-bit address space soon to be 
completely allocated, any day now™.

• Additional motivation:
– header format helps speed processing/forwarding
– header changes to facilitate QoS

IPv6 datagram format: 
– fixed-length 40 byte header
– no fragmentation allowed
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IPv6 Header
• Double the size of IPv4 (320 bits vs. 

160 bits)

Version Type of service Flow Label
0 8 16 24 314 12 19

Datagram Length Next Header Hop Limit
Source IP Address

(128 bits)

Destination IP Address
(128 bits)

Groups
packets into 

flows, used for 
QoS

Same as TTL in 
IPv4

Data (variable len: typically TCP/UDP segment)
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Other changes from IPv4

• checksum: removed entirely to reduce processing 
time at each hop

• options: allowed, but outside of header, indicated by 
“Next Header” field

• ICMPv6: new version of ICMP
• additional message types, e.g. “Packet Too Big”
• multicast group management functions
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IPv6 (vs. IPv4)

• Simpler, faster, better

• How much traffic on the Internet is IPv6?

• Why?!

Slide 32



Transitioning to IPv6

• Option 1: “Flag day”
– How do we get everyone on the Internet to agree?
– Whose authority to decide when?
– Can you imagine how much would break?

• Option 2: Slow transition
– Some hosts/routers speak both versions
– Must have some way to deal with those who don’t
– Lack of incentive to switch
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Tunneling
• IPv6 datagram carried as payload in IPv4 datagram 

among IPv4 routers

IPv4 source, dest addr 
IPv4 header fields 

IPv4 datagram
IPv6 datagram

IPv4 payload 

UDP/TCP payload
IPv6 source dest addr

IPv6 header fields
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flow: X
src: A
dest: F

data

A-to-B:
IPv6

Flow: X
Src: A
Dest: F

data

src:B
dest: E

B-to-C:
IPv6 inside

IPv4

E-to-F:
IPv6

flow: X
src: A
dest: F

data

B-to-C:
IPv6 inside

IPv4

Flow: X
Src: A
Dest: F

data

src:B
dest: E

physical view:
A B

IPv6 IPv6

E

IPv6 IPv6

FC D

logical view:

IPv4 tunnel 
connecting IPv6 routers E

IPv6 IPv6

FA B

IPv6 IPv6

Tunneling

IPv4 IPv4
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ICMP: Internet Control Message Protocol

• Service Model
– Reporting message: self-contained message reporting 

error
– Unreliable: Simple datagram service – no retries.
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ICMP: Internet Control Message Protocol

• Used to communicate network information
– “Control messages”, i.e., not data themselves
– Error reporting

• Unreachable host
• Unreachable network
• Unreachable port
• TTL expired

– Test connectivity
• Echo request/response (ping)
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ICMP: Internet Control Message Protocol

• Header:
– 1-byte type
– 1-byte code
– 2-byte checksum
– 4 bytes vary by type
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• Sits above IP
– Type 1 in IP header
– Usually considered part of IP



ICMP: Internet Control Message Protocol

Type Code Description
0        0         echo reply (ping)
3        0         dest. network unreachable
3        1         dest host unreachable
3        2         dest protocol unreachable
3        3         dest port unreachable
3        6         dest network unknown
3        7         dest host unknown
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Type Code Description
4        0         source quench (congestion

control - not used)
8        0         echo request (ping)
9        0         route advertisement
10      0         router discovery
11      0         TTL expired
12      0         bad IP header



Ping
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Traceroute and ICMP

• Source sends sets of UDP segments (usually 3) to dest
§ first set has TTL =1
§ second set has TTL=2, etc.
§ unlikely port number

• When nth set of datagrams  arrives to nth router:
§ router discards datagrams
§ and sends source ICMP messages (type 11, code 0)
§ ICMP messages includes name of router & IP address

• When ICMP messages arrives, source records RTTs

3 probes

3 probes

3 probes
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Traceroute and ICMP

stopping criteria:
• UDP segment eventually arrives at destination host
• destination returns ICMP “port unreachable”message (type 

3, code 3)
• source stops

3 probes

3 probes

3 probes
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Traceroute Demo
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