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Recall: Pursuit/Evasion Game
• None of the outcomes is a Nash equilibrium.

Key idea: randomize your action so that it can’t be guessed.
Mixed Strategies

Players can choose a probability distribution over their actions.

For example, 🐶 could go left with probability 0.4, and right with probability 0.6.

Mixed strategy: 

\( \langle 0.4, 0.6 \rangle \)
Responding to Mixed Strategies

The best responses to a mixed strategy are the pure strategies with the highest expected value.

Consider the strategy $\langle \frac{1}{2}, \frac{1}{4}, \frac{1}{4} \rangle$ in Rock-Paper-Scissors.

- $U_1(R, \langle \frac{1}{2}, \frac{1}{4}, \frac{1}{4} \rangle)$ denotes P1’s expected value for playing R against P2’s mixed strategy $\langle \frac{1}{2}, \frac{1}{4}, \frac{1}{4} \rangle$. 

Expected Value in Mixed Strategies

\[
\begin{array}{|c|c|c|c|}
\hline
& R & P & S \\
\hline
R & 0,0 & -1,1 & 1,-1 \\
\hline
P & 1,-1 & 0,0 & -1,1 \\
\hline
S & -1,1 & 1,-1 & 0,0 \\
\hline
\end{array}
\]

\[
U_1 \left( R, \left\langle \frac{1}{2}, \frac{1}{4}, \frac{1}{4}, \right\rangle \right) = \frac{1}{2} U_1(R, R) + \frac{1}{4} U_1(R, P) + \frac{1}{4} U_1(R, S)
\]

\[
= \frac{1}{2} (0) + \frac{1}{4} (-1) + \frac{1}{4} (1) = 0
\]

\[
U_1 \left( P, \left\langle \frac{1}{2}, \frac{1}{4}, \frac{1}{4}, \right\rangle \right) = \frac{1}{2} (1) + \frac{1}{4} (0) + \frac{1}{4} (-1) = \frac{1}{4}
\]

\[
U_1 \left( S, \left\langle \frac{1}{2}, \frac{1}{4}, \frac{1}{4}, \right\rangle \right) = \frac{1}{2} (-1) + \frac{1}{4} (1) + \frac{1}{4} (0) = -\frac{1}{4}
\]

Paper is the best response
Mixed-Strategy Nash Equilibrium

A Nash equilibrium is a mixed strategy for each player, where every player’s strategy is a best response to the others’ strategies.

How can a mixed strategy be a best response?

• Only possible if all of the actions with non-zero probability are best responses.
Rock-Paper-Scissors Nash Equilibrium

First verify that there are no dominated strategies and no pure-strategy equilibria.

\[
\begin{align*}
U_1 \left( R, \left\langle \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \right\rangle \right) &= \frac{1}{3}(0) + \frac{1}{3}(-1) + \frac{1}{3}(1) = 0 \\
U_1 \left( P, \left\langle \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \right\rangle \right) &= \frac{1}{3}(1) + \frac{1}{3}(0) + \frac{1}{3}(-1) = 0 \\
U_1 \left( S, \left\langle \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \right\rangle \right) &= \frac{1}{3}(-1) + \frac{1}{3}(1) + \frac{1}{3}(0) = 0
\end{align*}
\]

R, P, and S are all best responses to \( \langle \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \rangle \) for P1.
Rock-Paper-Scissors Nash Equilibrium

By essentially the same calculations, R, P, and S are all best responses to \(\langle \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \rangle\) for P2.

\[
U_2 \left( \langle \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \rangle, R \right) = \frac{1}{3}(0) + \frac{1}{3}(-1) + \frac{1}{3}(1) = 0
\]

\[
U_2 \left( \langle \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \rangle, P \right) = \frac{1}{3}(1) + \frac{1}{3}(0) + \frac{1}{3}(-1) = 0
\]

\[
U_2 \left( \langle \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \rangle, S \right) = \frac{1}{3}(-1) + \frac{1}{3}(1) + \frac{1}{3}(0) = 0
\]

Therefore, both players playing mixed strategy \(\langle \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \rangle\) is a Nash equilibrium.
A Tougher Example

Suppose winning with R rocks!

Should you play R more often, less often, or equally often than \( \frac{1}{3} \)?

Key insight: solve for the probabilities that make the other player(s) indifferent.

\[
\begin{array}{c|ccc}
 & R & P & S \\
\hline
R & 0,0 & -1,1 & 2,-1 \\
P & 1,-1 & 0,0 & -1,1 \\
S & -1,2 & 1,-1 & 0,0 \\
\end{array}
\]

\[P(R) = \frac{4}{12}\]
\[P(P) = \frac{5}{12}\]
\[P(S) = \frac{3}{12}\]
Exercise: Find the Mixed-Strategy NE

Step 1: find the probabilities can play to make indifferent between L and R.

Step 2: find the probabilities can play to make indifferent between L and R.

<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>0.1</td>
<td>5,-1</td>
</tr>
<tr>
<td>R</td>
<td>3,-1</td>
<td>0.1</td>
</tr>
</tbody>
</table>
Mixed-Strategy Support

The *support* of a mixed strategy is the set of actions that are played with non-zero probability.

In all of the examples so far, all players have used full-support mixed strategies in equilibrium.

Once we know the right support for every player, finding the probabilities requires solving a system of linear equations (linear programming).

Finding the right supports is actually the hard part.
General Algorithm for Nash Equilibria

eliminate dominated strategies
search for pure strategy equilibria

for each possible combination of supports:
   NE = find equilibrium with given supports
   for each player:
      BR = best response to NE
      if BR $\notin$ player’s support:
         NE is not an equilibrium

There are exponentially many supports, so this algorithm takes exponential time.
• It is an open problem whether a non-exponential algorithm exists.
Example: Hearthstone Meta-Game

- Hearthstone is a collectable card game.
- Players build a deck and then play against each other.
- The meta-game is the choice of which deck to play.
- A website called VS collects data on the win-rate of popular decks.
- From those win-rates, a Nash equilibrium can be computed.

<table>
<thead>
<tr>
<th>Viable decks</th>
<th>Incidence Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Midrange Paladin</td>
<td>0.3672</td>
</tr>
<tr>
<td>Aggro Shaman</td>
<td>0.1978</td>
</tr>
<tr>
<td>Murloc Paladin</td>
<td>0.01358</td>
</tr>
<tr>
<td>Freeze Mage</td>
<td>0.1118</td>
</tr>
<tr>
<td>Elemental Shaman</td>
<td>0.1007</td>
</tr>
<tr>
<td>Crystal Rogue</td>
<td>0.0550</td>
</tr>
<tr>
<td>Pirate Warrior</td>
<td>0.0318</td>
</tr>
</tbody>
</table>

These are the decks not in the support.

This is the mixed-strategy Nash equilibrium.
1. Construct a payoff matrix that describes these agents’ incentives.
2. Find all Nash equilibria of the payoff matrix.