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Seamless Intersection Between Triangle Meshes

David Rosen
drosen2@swarthmore.edu

Abstract

We present an algorithm that provides artistic control of the rendering of intersections between two triangle meshes. We detect the intersection edges using an octree, and then seamlessly subdivide both meshes at and around the intersection edges to allow local geometry morphing and creation of transition texture bands.

1 Introduction

In computer graphics there has been a lot of progress on rendering techniques that use diffuse, height, and normal maps to make rendered surfaces look much more detailed than their underlying geometry. However, these techniques do nothing to break up the linear silhouette of each polygon (Figure 1). This is a very difficult problem to solve in general, because the silhouette of an object can change significantly every frame, so any algorithm that appropriately changes the silhouette would have to be extremely fast for real-time applications. There has been some progress in this area, but nothing that is really practical yet (Oliveira and Policarpo, 2005). However, this problem can be solved more easily where two static objects intersect because the intersection line is independent of camera position.

There are two obvious problems with the naive intersection. First, there is an immediate discontinuity in the lighting and texturing that is unlike what you see in such intersections in real-life (Figure 2). Second, this discontinuity occurs along perfectly straight lines, destroying the illusion of depth that the texture mapping is supposed to create.

2 Seamless Intersection Algorithm

To make intersections more realistic, we must address both of these problems. First, we need to find
the intersection between the objects and create vertices at each point of intersection. We can then find auxiliary intersections which we will discuss auxiliary intersections in more detail in section 2.2, and explain more clearly why they are important. Using our new intersection and auxiliary intersection vertices, we can apply geometric deformations around the intersections, and create texture bands to make them look more natural. None of these steps are trivial, so we will explore them one at a time.

2.1 Data Structures

First, we should look at the data structures we are using to represent the mesh. The mesh object contains an array of vertices and an array of triangles. Each vertex object contains several vectors: a 3-part vector storing its local coordinates, a 3-part vector storing its surface normal, and a 2-part vector storing its texture coordinates. Each triangle object contains three pointers, one to each of its vertices.

2.2 Finding Intersection Segments

To find the intersection of two meshes, we could check every triangle against every other triangle to see if there is an intersection. However, this would require $O(n^2)$ comparisons, which is not acceptable when working with detailed meshes. Fortunately, we can do much better using what I call an intersection octree (Figure 3), which indexes pairs of triangles that might intersect. Each node in the octree contains the coordinates of its bounding box and two lists of triangles (one for each mesh). We create the root of the octree by taking the intersection of the bounding boxes of each mesh, and adding all of the triangles from each mesh that at least partially lie within this shared bounding box. We then recursively subdivide each node until it reaches a maximum depth or no longer contains at least one triangle from each mesh. Finally, we walk through all of the child nodes and report each pair of triangles, and check each pair for intersection using well-known techniques (Moller, 1997), returning the intersection as a line segment. We have now efficiently found the intersection between two meshes as a set of line segments (Figure 4), which will form a closed loop if both meshes are closed.

Figure 3: The intersection octree generated by a power transformer and a detailed sidewalk. The octree returned 70 pairs of triangles that might intersect, out of 846,000 possible pairs.
2.3 Finding Auxiliary Intersections

If we would like to change the geometry around the intersecting object, we will need to find auxiliary intersections to protect the environment geometry from these changes (Figure 5). For example, if a tree is intersecting the ground on a large, flat field represented by a single triangle, then altering the intersection points will alter the geometry of the entire field. If we want to create a small slope in the ground around the tree of some controlled size, say two inches, then we can find the auxiliary points by translating each vertex in the object out by two inches in the direction of the surface normal. However, for meshes with sharp edges, the surface normals of overlapping vertices can point in different directions, and moving each vertex along its surface normal could result in a discontinuous mesh (Figure 6). We can solve this by temporarily averaging together all normals belonging to overlapping vertices (Figure 7).
This can be done in $O(n \log n)$ time using a kd-tree (Bentley, 1975). We loop through each vertex in the model, and check if the tree is storing a vertex that has the same coordinates. If not, we add the vertex to the tree. If so, we store a pointer to the vertex that is already in the tree. Now for each group of overlapping vertices, we have a representative vertex in the tree, and every other overlapping vertex has a pointer to its representative. We find the average normal for each representative vertex by looping through the vertices again, adding each vertex’s normal to its representative’s normal, and then normalizing it by dividing it by its length. Finally, we can translate each vertex by some multiple of the normal of its representative vertex.

Figure 8 is an example of typical auxiliary intersections that we can use to isolate the effects of manipulation of intersection points. These will also be useful later to isolate texture transition effects, so we do not have to apply them to any unnecessarily large triangles (so we can avoid drawing too many unnecessary pixels). It is essential to find and store all of the lines of intersection, including auxiliary intersection, before the final retriangulation. Otherwise we will have to find intersections with the triangles that are already subdivided, and the algorithm will take longer and end up with many unnecessary subdivisions.

2.4 Dividing Polygons Along Intersection Lines

Now that we have our intersection segments, what do we do with them? We have to retriangulate our mesh to include these segments as edges, and we have to do it without any cosmetic changes. That is, the retriangulation itself should have no visible effect on the scene, but we can use our new vertices later to change the intersection however we like. This problem can be divided further into two subproblems: creating the new vertices, and retriangulating the mesh to include the new edges.

2.4.1 Seamlessly Adding Vertices

Suppose we have an intersection point on the edge of a triangle. How do we incorporate it into the mesh? We know the position component already, but our mesh vertices contain other auxiliary information, such as texture coordinates and surface normals. Since our vertex is on an edge, we can just
interpolate between the auxiliary information stored in the two endpoint vertices based on their relative distance from the new point. But what if our intersection point is not on an edge? Suddenly the problem is much more complicated. We still have to interpolate between the three vertices, but it is not as obvious what weights to assign to each vertex in the interpolation.

The solution here is to find the position of the intersection point in barycentric coordinates. That is, find its position as a weighted sum of the positions of the three triangle vertices. So far this sounds somewhat circular: how do we find the barycentric coordinates? We know that the weighted sum of the triangle vertices in each axis adds up to our new vertex, and we know that the weights have to add up to 1. We have a system of four independent equations and three unknowns, so we can just solve it using linear algebra. Once we have the weights of each triangle vertex, we can use them to interpolate all of the auxiliary values of our new vertex.

2.4.2 Retriangulation
Now that we have our seamless vertices, how do we incorporate them into the triangulation? At first we expected that we could just use Delaunay triangulation on the set of intersection points and triangle vertices, but that failed because it did not preserve our lines of intersection (Figure 9). To achieve the desired results, we had to use the constrained Delaunay triangulation, which takes as input a set of points as well as a set of line segments to preserve (Figure 10). Implementing the constrained Delaunay triangulation efficiently could easily be a final project in itself, so we used the free “Triangle” library (Shewchuk, 2002).

2.5 Geometry Morphing
To deform the geometry, we can now safely translate any of intersection vertices that do not lie on the outermost auxiliary intersection ring. After moving any of the vertices, we have to recalculate the normals of all of the adjacent triangles so that the lighting will be correct for their new orientation. With one intersection ring and two auxiliary intersection rings,
we can create a number of interesting effects. We can raise the intersection ring and the inner auxiliary ring to slope the ground around the object (Figure 11), or we can only raise the inner auxiliary ring to create a crater effect (Figure 12).

2.6 Texture Band

Our final step is to create a texture band around the intersection. First we will have to create a new mesh that contains a copy of all the triangles and vertices that we will need, and then we will have to assign texture coordinates to each vertex in the mesh. To create the new mesh, we can make a copy of each triangle that contains at least one of the intersection points, and make a copy of each of its vertices. If it fits the effect we are going for, we can now recalculate the normals to smooth the lighting transition at the intersection. Alternately, we can leave them how they are to keep the sharp edge.

Finally we have to calculate the texture coordinates. We would like to map the texture in Figure 13 to achieve the effect shown in Figure 14 and Figure 15. The vertical texture coordinate can be assigned quite simply. Vertices on the intersection ring receive the vertical texture coordinate of 0.5, so that it is lined up exactly with the center of the texture. Vertices on the innermost auxiliary intersection ring of one mesh receive the vertical texture coordinate of 1.0, and of the other mesh, 0.0. This stretches the texture over the intersection such that the middle of the texture corresponds to the intersection ring, and the top and bottom stretch out to the innermost auxiliary ring of each mesh.

The horizontal texture coordinates are a bit more tricky. We have two priorities here: we would like the texture to be mapped with uniform density, and we would like it to wrap around seamlessly. Mapping it with uniform density means that it is never stretched or compressed. That is, the difference in texture coordinate between two connected vertices is proportional to the physical distance between them. To satisfy this constraint, we can start at any intersection point and assign it a horizontal texture coordinate of 0.0, and walk around the intersection, and assign to each point a texture coordinate equal to the total distance walked so far.

To satisfy the second constraint (seamless texture wrapping), we have to round up to the nearest integer the total distance. That is, if the total distance walked is 1.58 units, we have to round it to 2.0 units, and scale all of the other texture coordinates similarly. We do this because the right edge of the texture image lines up seamlessly with the left edge of the texture image, and the only way that these can line up on the texture band is if the image is repeated an integral number of times. If the texture is repeated 1.58 times, then there will be a visible seam where the texture coordinate wraps from 1.58 back to 0.0.

Now that we have the horizontal texture coordinates for the intersection points, we need horizontal texture coordinates for the remaining points. To find these we simply loop through all of the remaining points and find the nearest intersection point, and copy its horizontal texture coordinate. We can do
this in $O(n)$ time instead of $O(n^2)$ by only looking at points that are connected by a triangle edge.

3 Results

This algorithm allows for artistic control of mesh intersections, from subtle weathering effects (Figure 14) to dramatic impact deformations (Figure 12). It accomplishes this in $O(n \log n)$ time. In this prototype implementation it takes about 0.2 seconds to create the intersections for the simple power transformers (400 triangles), and about 1.6 seconds to create the intersections for the detailed boulder (2500 triangles).

The intersection rings and retriangulation are robust to degenerate cases, but the deformation and texture band creation can give unexpected results in some cases. For example, the current deformation algorithm will only affect vertices that are on one of the intersection rings, so if there are other vertices within the deformed area, there can be unexpected indentations. Similarly, the texture bands stretch out to the nearest vertices connected to the intersection rings, which may not be the auxiliary intersection rings if there are already vertices nearby.
4 Discussion and Future Work

There are many applications for this kind of technology. Two of the most significant applications are aging effects (e.g., rust accumulation around the base of nails) or ambient occlusion (obstruction of ambient light when two surfaces are close together). The algorithm takes a fraction of a second to run, so with some optimization it will be useful for dynamic heightmaps, such as water surfaces, and dynamic environmental damage from explosions and heavy impacts.

In the future we would like to make the deformation and texture bands more predictable in degenerate cases, and optimize the algorithm to run faster. We would also like to create a user-friendly interface that allows artists to easily create and test new kinds of intersection effects.

5 Conclusion

Intersections between detailed meshes have been a serious problem in modern 3D graphics. We have created an algorithm that can automatically create deformations or texture bands that can greatly improve the appearance of these intersections. As far as we know, there has been no other work addressing this issue, so this is an important new step towards efficiently creating realistic 3D environments.
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Approximate K Nearest Neighbors in High Dimensions
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Abstract

Given a set \( P \) of \( N \) points in a \( d \)-dimensional space, along with a query point \( q \), it is often desirable to find \( k \) points of \( P \) that are with high probability close to \( q \). This is the Approximate k-Nearest-Neighbors problem. We present two algorithms for AkNN. Both require \( O(N^2d) \) preprocessing time. The first algorithm has a query time cost that is \( O(d + \log N) \), while the second has a query time cost that is \( O(d) \). Both algorithms create an undirected graph on the points of \( P \) by adding edges to a linked list storing \( P \) in Hilbert order. To find approximate nearest neighbors of a query point, both algorithms perform best-first search on this graph. The first algorithm uses standard one dimensional indexing structures to find starting points on the graph for this search, whereas the second algorithm uses random starting points. Despite the quadratic preprocessing time, our algorithms have the potential to be useful in machine learning applications where the number of query points that need to be processed is large compared to the number of points in \( P \). The linear dependence in \( d \) of the preprocessing and query time costs of our algorithms allows them to remain effective even when dealing with high-dimensional data.

1 The Problem

The K-NEAREST NEIGHBORS problem is the following: given a set \( P \) of \( N \) points in a \( d \)-dimensional space and a query point \( q \), return the \( k \) points in \( P \) that are closest to \( q \).

However, solving K-NEAREST NEIGHBORS in high dimensions (say, more than 10) has proved computationally infeasible - most solutions are not much better than the naïve method. Thus, we consider the APPROXIMATE K-NEAREST NEIGHBORS problem: given a set \( P \) of \( N \) points in a \( d \)-dimensional space, a query point \( q \), and parameters \( \epsilon \) and \( \delta \) between 0 and 1, return, with probability greater than \( 1 - \delta \), \( k \) points of \( P \) such that the \( i^{th} \) point is at most \((1 + \epsilon) \) times farther from \( q \) than the true \( i^{th} \) nearest neighbor of \( q \) (Arya et al., 1994).

APPROXIMATE K-NEAREST NEIGHBORS is widely applicable, but we are motivated by its application to supervised machine learning. Machine learning applications are often characterized by a data set of relatively high dimensionality, so we are interested in solutions that scale well with \( d \). In a typical supervised learning scenario, a training set is processed offline, and later the system must be able to quickly answer a stream of previously unknown queries. Our assumption is that the number of queries will be large compared to \( N \), which is why we are more concerned with query time than preprocessing time. Many supervised machine learning techniques that could be alternatives to K-NEAREST NEIGHBORS have quadratic or cubic (in \( N \)) training time. To this end, our goal is to make query time as fast as possible, and accept almost any reasonable preprocessing cost (quadratic in \( N \) or better). Since the naïve algorithm has a query time complexity of \( O(Nd) \), we demand a solution that provides query times sublinear in \( N \) and linear in \( d \).

2 Related Work

Recent solutions to K-NEAREST NEIGHBORS that we have found tend to fall into two categories: ones that employ locality sensitive hashing (LSH) (Andoni and Indyk, 2008; Gionis et al., 1999) or ones that use sophisticated tree-like structures to do spatial partitioning (Liu et al., 2004; Arya and Mount, 1993; Arya et al., 1994; Beckmann et al., 1990; Berchtold et al., 1996). LSH defines a hash function on the query
space which has a collision probability that increases as the distance between two points decreases. In general, LSH approaches scale reasonably well with $d$, while the tree-based algorithms tend not to scale as well. Most notably, Arya et al. (1994) present an algorithm which, for fixed $d$, has a preprocessing cost of $O(N \log N)$ and a query time of $O(\log N)$, but is exponential in $d$. There are results which scale well with $d$ and have fast query time. In particular, Kleinberg (1997) presents an algorithm with query time $O(N + d \log^3 N)$, and preprocessing cost quadratic in $d$, linear in $N$, and is $O(1/\log(\delta))$ in $\delta$. Andoni and Indyk (2008) use LSH to achieve a query time of $O(N^{1/c^2+o(1)}d)$, and pre-processing cost of $O(N^{1+1/c^2+o(1)}d)$, where $c = (1 + \epsilon)$.

3 Algorithm 1

Our two algorithms are similar. We will describe the first in its entirety, and then describe the changes we make to produce the second one.

3.1 Overview

Algorithm 1 creates several auxiliary data structures to speed up query processing. The most important of these index structures is a graph, $G$, that holds all the $N$ points in $P$. To create $G$, we first create a linked list containing all the points in $P$ that is sorted in the Hilbert order. Then we add edges to the graph by linking points that are close together. The goal is to create a connected graph (starting with a linked list ensures connectedness) in which two points that are close in space will be very likely to be close on the graph. We also construct a small, constant number of one-dimensional search structures, specifically red-black trees, that order points based on their projections onto one-dimensional subspaces of our space. Given a query point $q$, the one dimensional search structures are used to obtain a small set of initial guess nodes in $G$. These are the nodes corresponding to points whose projections are close to the projection of $q$ in the one-dimensional subspaces. Starting at these guess points, our algorithm searches $G$ until $k + m$ nodes have been touched, for some constant $m$ (assuming $k + m$ is greater than the number of guess points, otherwise we touch each guess point once). The nodes are sorted by their distance to $q$, and the first $k$ are returned.

3.2 Preprocessing and Auxiliary Data Structures

Algorithm 1 requires several auxiliary data structures, as mentioned above. It uses a graph $G$ on nodes corresponding to points in $P$, and several red-black trees. In order to create $G$, we first compute the Hilbert order of the points in $P$.

3.2.1 Snapping Points to an Integer Lattice and Sorting by Hilbert Order

The Hilbert curve is a space-filling curve defined as the limit of self-similar curves in a $d$-dimensional space. The first few curves in the 2-dimensional sequence are shown in Figure 1. One of the more celebrated properties of the Hilbert curve (Jagadish, 1990) is that it preserves locality well. That is, if two points are close in the $d$-dimensional space, their pre-images on the unit interval will likely be close. Each curve in the sequence touches every point of a $d$-dimensional lattice with $2^n$ points on each side for some $n$. The Hilbert order of a set of points $P$ on such a lattice is the order of the preimages of the points in the unit interval. We impose a Hilbert order on our set of points $P$ by snapping them to such a lattice first. We compute the location in the lattice for a point by applying the following function to it:

$$f(\vec{x}) = \lceil a\vec{x} \rceil + \vec{b},$$

where

$$\frac{1}{a} = \min_{\vec{p}, \vec{q} \in P} \left( \min_{i \leq d} |p_i - q_i| \right)$$

and

$$b_i = -\min_{\vec{p} \in P} |p_i|,$$

where $x_i$ denotes the $i^{th}$ component of $\vec{x}$. That is, the smallest distance along any axis between any two
points becomes the lattice spacing. Such a potentially small lattice spacing could be undesirable because computing the Hilbert order might take too long. In practice, we have not found this to be a problem, but if it were, a coarser lattice could be used. Once the points are on a lattice, we compute the Hilbert order using an algorithm developed by Butz (1971), and explained to us by Jaffer (2008b). Our implementation is based on the implementation of \texttt{hilbert->int} in the SLIB library (Jaffer, 2008a).

### 3.2.2 Additional Graph Edges

The graph $G$ begins as a linked list of the points of $P$ in the Hilbert order as described above. For clarity, we will refer to nodes in $G$ by the point they correspond to in $P$. Edges are strategically added as follows: each node $p$ in $G$ is linked to the $b$ nodes closest to $p$ in space, for some constant $b$. If $p$’s $b$ nearest neighbors are already adjacent to it (perhaps they were in the original linked list or they themselves have already been processed), these edges are not added again. This guarantees that each node of $G$ will be adjacent to its $b$ nearest neighbors. These nearest neighbors are computed using the naive method, i.e., simply scanning all the points in $P$.

### 3.2.3 One-Dimensional Search Structures

In order to keep preprocessing costs low, we choose a subset $P'$ of $P$ consisting of $N^{2/3}$ points randomly selected from $P$. For some constant $c$, suppose the first $c$ principal components of $P'$ are $\{a_1, \ldots, a_c\}$. For each principal component $a_i$, we create a red-black tree $T_i$ holding the elements of $P$ ordered by where they fall along $a_i$.

### 3.3 Handling Queries

Given a query point $q$, we search each one-dimensional search structure $T_i$ for the point $p_i$ whose projection onto $a_i$ is the closest to the projection of $q$ onto $a_i$. These $p_i$ are the $c$ initial nodes for the search of $G$.

The search proceeds in a best-first manner by preferentially expanding nodes closer to $q$. If $n$ is a node in $G$, let $d(n)$ denote the distance from $n$ to $q$. Two priority queues are maintained during the search, ToExpand and BestK. We initialize ToExpand to contain the nodes $p_i$. ToExpand is a minheap with the priority of node $n$ being $d(n)$. We initialize BestK to be empty. BestK is a maxheap, such that the highest priority node $l$ maximizes $d(l)$. For $m + k$ steps, a node $n$ is removed from ToExpand. If $d(n) > d(l)$ for the node $l$ with the highest priority in BestK, then $n$ is added onto BestK and $l$ is removed (assuming BestK contains $k$ items). Then all of the nodes adjacent to $n$ are added to ToExpand. After $m + k$ steps, the $k$ nodes in BestK are returned.

### 3.4 Cost Analysis

In order to compute the Hilbert order, we map each point in $P$ to its distance from the origin along the appropriate Hilbert curve. This computation is $O(d + \log s)$, where $s$ is $a$ times the maximum coordinate of $p$, where $a$ is the factor from our lattice spacing. Although we cannot control the maximum coordinate or $a$, we find that in practice, at least, we can compute the Hilbert order very quickly in hundreds of dimensions. We could theoretically control these variables by creating a coarser lattice, which might result in an approximation of the Hilbert order. We are convinced that this is not a problem. We assume that either $s$ is reasonable or we force it to be so by adjusting the lattice, so this step should take time approximately linear in $Nd$.

We can complete the preprocessing phase of our algorithm in $O(N^2 d)$ time. Once points are in a linked list, for each point in $P$ we add at most $b$ additional edges. The new edges can be computed for a given point with a single scan of the points in $P$ which will require $O(N)$ distance computations which each take time linear in $d$. Therefore we can construct the graph in $O(N^2 d)$ time. Computing the principal components of a subset of $P$ of cardinality $N^{2/3}$ can be done in time quadratic in $N$ since Principal Component Analysis can be performed in time cubic in the size of the dataset. The search trees can easily be constructed in $O(N \log N)$ time, so our preprocessing phase can be completed in $O(N^2 d)$ time. The space requirements of our auxiliary data structures are clearly linear in $N$.

To evaluate a query, we need to do a constant number of searches of red-black trees on $N$ nodes which will have a cost logarithmic in $N$. We also have to project the query point into one dimension which adds a term proportional to $d$ to our cost. In the best-first search of the graph we search a constant number of nodes and do a constant number of distance computations in $d$ dimensions. Thus our query time is $O(d + \log N)$.

### 4 Algorithm 2

Algorithm 2 is a simplification of Algorithm 1. Initial experiments suggested that the one-
dimensional search structures used in Algorithm 1 were not that important to performance. Since the 1D search structures added a term proportional to \( \log N \) to our query time, we designed a new algorithm that does not use them. In Algorithm 1, the red-black trees were used to get starting points for the best-first search. In Algorithm 2, we simply pick \( c \) random start points for this search. However, these start points will almost certainly be worse guesses than those produced by the red-black trees. Since we only expand a small constant number of nodes in our best-first search and since all of the edges in \( G \) connect points that are close in space, the search will expand many nodes that are far from the query point. Our solution is to add some longer edges to \( G \). In the preprocessing phase of Algorithm 2, for each node in \( G \), we add an edge from that node to one other random node (if the edge does not already exist). On average, these edges will be much longer than the nearest-neighbor edges.

### 4.1 Cost Analysis

The preprocessing phase of Algorithm 2 is identical to the preprocessing phase of Algorithm 1, except

1. PCA is not performed.
2. Red-black trees are not constructed.
3. We add up to \( N \) random edges.

Adding the \( N \) random edges requires a single scan of the nodes in \( G \), therefore our preprocessing time is still \( O(N^2d) \).

The term proportional to \( \log N \) in the query time of Algorithm 1 resulted from querying the red-black trees. Algorithm 2 does not do this, so the query time for Algorithm 2 is \( O(d) \).

### 5 Experiments

Because we do not have proofs about the relationships between \( b, c, m, \epsilon, \) and \( \delta \), we ran extensive empirical tests of our algorithms.

#### 5.1 Datasets

We tested our algorithms on several large high dimensional data sets, both synthetic and real. Our synthetic data consists of mixtures of multivariate Gaussian distributions. Covariance matrices and means were generated randomly to produce these distributions. In particular, we considered unimodal, bimodal, pentamodal, and dodecamodal synthetic distributions. Gaussian distributions were chosen both because they often approximate distributions found in the wild, and because given a finite variance, the Gaussian distribution achieves the maximum entropy. We predicted that our algorithms would perform best on data with fewer modes, so the higher modal\(^1 \) distributions were selected to challenge our algorithms. In the case of the synthetic data, query points were drawn from the same distribution used to create the data. All of the synthetic data sets were 50-dimensional and contained 3000 points.

Real-world data was obtained from the UCI Machine Learning Repository (Asuncion and Newman, 2007). We used the ISOLET data set, which is audio data of spoken letters of the alphabet, and the Waveform Database Generator dataset. The ISOLET data set has 617 dimensions and more than 5000 points. The waveform data set has 22 dimensions and also more than 5000 points. In the case of the real data, the data sets were split into two parts, one for the initial set of points, and one from which to draw queries.

#### 5.2 Parameters and Measurements

For each data set tested, the independent variables were:

- \( b \): The number of nearest neighbors each point in \( P \) is connected to in \( G \).
- \( c \): The number of one-dimensional search structures created in the case of Algorithm 1, or the number of guess points in the case of Algorithm 2.
- \( m \): The number of nodes (beyond \( k \)) in the graph that are expanded.
- \( k \): The number of nearest neighbors requested.

The variables measured were:

- Percent Correct: The percent of the points returned which are actually among the \( k \) nearest neighbors.
- Excess Rank: The actual rank (that is, the \( j \) of \( j \)th-nearest neighbor\(^{1} \)) of the worst point returned, minus \( k \).
- Maximum Epsilon: If the actual \( j \)th nearest neighbor of a query point \( q \) has distance \( d_i \) from \( q \), and the \( i \)th approximate nearest neighbor has distance \( d_i' \) from \( q \), then Max Epsilon =

\(^1\)With more extreme modality/modacitude, as it were.
max_i (d'_i/d_i − 1). Note that this is an upper bound on the ǫ from the definition of AkNN, if δ = 1.2

Based on preliminary experiments, the parameters b, c, m, and k were allowed to vary in the ranges below.

- b ∈ {0, 1, . . . , 10}
- c ∈ {1, 4, 16}
- m ∈ {0, 1, 10, 30, 60, 100, 150, 200, 250} in Algorithm 2. For Algorithm 1, we omitted 200 and 250 because m had less of an impact.
- k ∈ {100}

We ran preliminary experiments using a variety of values for k, but settled on k = 100. The relationships between parameters are easier to determine for larger k, since the algorithms are identifying more neighbors, and so setting k = 100 is more enlightening than looking at smaller values of k. For each combination of parameters, 50 queries were made, and the average value for each dependent variable was recorded. An implementation of the naïve exact kNN algorithm determined the accuracy of the approximate nearest neighbors. We ran experiments using the above parameters on all of our synthetic data sets.

We tested how each parameter affected our performance metrics (Percent Correct, Maximum Epsilon, Excess Rank) when the other parameters were small and fixed. We fixed two of c = 4, m = 10, b = 4, varying the third.

On the real-world data, we picked reasonable values for all parameters and did not vary them. The chosen parameter values were c = 4, b = 4, m = 100, k = 100.

In the results presented below, the graphs for Excess Rank exactly followed the graphs for Maximum Epsilon, so we omit them.

6 Results

Unsurprisingly, b is an important parameter for both algorithms. Figure 2 shows that for Algorithm 1, if c and m are small, b can easily pick up the slack. For b > 4, nearly all of the nearest neighbors are guessed correctly. As shown in Figure 3, for distributions with few modes, using a large enough b ensures that Maximum Epsilon is close to zero. Unfortunately, when we run Algorithm 1 on distributions with more modes, Maximum Epsilon is not as close to zero.

As can be seen in Figure 4, Algorithm 2 scales with b in the same way as Algorithm 1 does. A high b guarantees a good maxEpsilon for the unimodal and bimodal cases, but the situation is worse for the 5 and 12-modal cases. This is because incorrect neighbors were sometimes drawn from a Gaussian in the mixture that was far away.

However, there is a difference in the Percent Correct achieved by our two algorithms as a function of b. As can be seen in Figure 5, while the general relationship between Percent Correct and b on a single distribution is the same for both algorithms, the distributions that are easier for Algorithm 1 to handle are not the distributions that are easier for Algorithm 2 to handle. While Algorithm 1 had a lower Percent Correct on the 12-modal distribution, even for larger b, Algorithm 2 appears to behave in the opposite way. For Algorithm 2, Percent Correct is highest for the 12-modal distribution for pretty much all b. In all cases, a choice of b > 4 still guaranteed a high Percent Correct.

Increasing m improves Percent Correct and Max Epsilon. However, over the ranges we tested, b has more of an impact than m on the performance of Algorithm 1. Figures 6 and 7 demonstrate this effect nicely. As we have come to expect for Algorithm 1, the 12-modal distribution produces the worst performance. Algorithm 2 benefits even more than Algorithm 1 from increased m. Figures 8 and 9
demonstrate that when we run Algorithm 2 with increasing $m$ on any of our synthetic data sets, Percent Correct rapidly approaches 1 and Max Epsilon rapidly approaches 0. The increased impact of $m$ of Algorithm 2 makes sense because Algorithm 2 partly depends on a more extensive search to make up for its random starting points.

For both algorithms, over the ranges that we tested, $c$ had less of an impact on performance than $m$ or $b$. In particular, the Percent Correct for Algorithm 2 was almost independent of $c$. It should be noted that while $c$ represents the number of initial points for the search in both algorithms, these points are obtained in completely different ways. Thus, we do not gain much insight by comparing the effects on Algorithm 1 and Algorithm 2 of varying $c$. At some point, changing $c$ would impact performance, but we are content to find a single reasonable value for $c$ and focus on the other more important parameters.

Due to time constraints, we did not test Algorithm 2 on our real world data sets. However, Algorithm 1 performed admirably, especially considering the large number of dimensions (617) in the ISOLET data set. We have no reason to believe that Algorithm 2 would not be as good or better than Algorithm 1 on the real world data. Our experiments on synthetic data sets suggested that $m = 100$, $b = 4$ and $c = 4$ would be reasonable parameter settings that should work on any task. The results of running Algorithm 1 with these parameters on all of our data sets are shown in Table 1. Algorithm 1 returned more than 90% of the correct $k$ nearest
Figure 6: Algorithm 1 on synthetic data sets with 3000 points in 50 dimensions. As we would hope, Percent Correct increases with $m$.

Figure 7: Algorithm 1 on synthetic data sets with 3000 points in 50 dimensions. $m$ seems relatively effective for data sets with few modes. For data sets with many modes, this is less true.

<table>
<thead>
<tr>
<th></th>
<th>PC</th>
<th>ME</th>
<th>ER</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-Modal</td>
<td>0.919</td>
<td>0.009</td>
<td>9.83</td>
</tr>
<tr>
<td>2-Modal</td>
<td>0.970</td>
<td>0.005</td>
<td>3.22</td>
</tr>
<tr>
<td>5-Modal</td>
<td>0.992</td>
<td>0.002</td>
<td>0.82</td>
</tr>
<tr>
<td>12-Modal</td>
<td>0.929</td>
<td>0.154</td>
<td>58.86</td>
</tr>
<tr>
<td>ISOLET</td>
<td>0.922</td>
<td>0.042</td>
<td>33.93</td>
</tr>
<tr>
<td>Wave</td>
<td>0.952</td>
<td>0.009</td>
<td>5.55</td>
</tr>
</tbody>
</table>

Table 1: Average Percent Correct (PC), Max Epsilon (ME), and Excess Rank (ER) over 100 queries on real world data (ISOLET and Wave) and over 50 queries on the synthetic data.

Figure 8: Algorithm 2 on synthetic data sets with 3000 points in 50 dimensions. As we would hope, Percent Correct increases with $m$, and more so than in Figure 6.

Figure 9: Algorithm 2 on synthetic data sets with 3000 points in 50 dimensions. $m$ seems relatively effective for data sets with any number of modes.
neighbors of the query points on each data set. As we have come to expect, Algorithm 1 performed worse on the 12-modal data set. The ISOLET data set was also difficult, as presumably its intrinsic dimensionality was much larger than the dimensionality of the synthetic data.

6.1 Comparison of Algorithms

While Algorithm 2 may sacrifice quality in its initial guesses when compared to Algorithm 1, it also has a more complete graph to search. Comparing the performance of both algorithms on our synthetic data sets, we found that Algorithm 2 tended to outperform Algorithm 1 on the 12-modal set, and that there was no discernable pattern on the other sets. One might wonder whether or not using the one dimensional search structures helped Algorithm 1 at all, or whether the additional random edges helped Algorithm 2. Figure 10 demonstrates that the answer to both questions is yes. While Algorithm 2 does slightly better than Algorithm 1, both do much better than Hobbled Algorithm 2, which is the same as Algorithm 2, except no random edges are added.

7 Conclusions and Future Work

The adjustments we made to Algorithm 1 to obtain Algorithm 2 suggest a third algorithm with $O(Nd)$ preprocessing time and $O(d)$ query time that might be interesting to try in future work. This algorithm, tentatively called Algorithm 3, would start with the same linked list as Algorithms 1 and 2, add $b$ random edges to each node, and process queries as in Algorithm 2. Dispensing with the nearest neighbor edges would give us the faster preprocessing time. It would be interesting to see how accurate Algorithm 3 would be.

We have presented two algorithms which, though $O(N^2d)$ in preprocessing cost, handle queries in $O(d + \log N)$ and $O(d)$ time, respectively, with experimentally good accuracy. As they are only linear in $d$, our algorithms scale well to the high-dimensional problems common in machine learning. Furthermore, our algorithms do not appear to be overly sensitive to parameter settings - choices of, say, $m = 100$, $b = 4$, and $c = 4$, seem to be sufficient to get good accuracy on all the data sets we tried. Our second, faster algorithm seems to do as well or better than our first algorithm, and its performance seems depend even less on the data distribution. Since Algorithm 2 is faster and seems to be more robust, it should be preferred in general. Ultimately, our second algorithm is an attractive choice for solving APPROXIMATE K NEAREST NEIGHBORS in high dimensions.
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Abstract

We automate the organization of GPS data to create a visibility map with correctly connected intersections. For our example case study, we use GPS data collected on the Swarthmore College campus. After the data is automatically organized and cleaned, a user is able to select points on a visual map to search for an optimal path between those points.

1 The Problem of Navigation

Swarthmore College, set in the beautiful Scott Arboretum, has many scenic routes and winding paths between the lovely stone buildings. This serene setting is wonderful for long walks, but can be troublesome in trying to navigate from one’s dorm to a classroom when one is half-awake and running behind schedule. In order to assist the poor, sleep-deprived students of Swarthmore College, we create an interactive map of the campus to help users discover the appropriate paths between the various buildings on campus. In doing so, we develop a set of tools that can easily create similar systems for data collected in other locations.

1.1 Previous Work

Another group worked on a GPS path-planning project for last year’s Senior Conference (Singleton and Woods, 2007). Because their data required quite a bit of manual editing, their system would not easily scale to larger data sets. We also noticed that their interface was difficult to understand immediately. Taking these challenges into account, we create a scalable, user-friendly path planning tool.

We used a large amount of previous research to build our tools. Most notably, Dijkstra’s algorithm (Dijkstra, 1959; de Berg et al., 1997) and the more general A* search algorithm (Hart et al., 1968) have been developed to find appropriate paths through our spatial graph. We also implement an improved version of the Douglas-Peucker line simplification algorithm (Hart et al., 1968).

1.2 Approaches to Path Planning

Path planning is essentially a least-cost graph searching problem, a task for which several algorithmic variations have been developed. In the past, Dijkstra’s algorithm has been widely used for this task, but we implement the A* search algorithm, which is a generalization of Dijkstra’s approach that is both complete and optimally efficient. In typical situations, A* performs slightly faster than Dijkstra’s algorithm because it uses a heuristic to help decide which search paths are most promising. This process minimizes the size of the subgraph to be explored.

2 Implementation

This project consists of three main parts: data collection and processing, path planning, and UI development. The first two parts center on problem solving using computational geometry while the third provides easy access to the results.
2.1 Data Collection and Processing

We use self-collected GPS data for our finished mapping system. Swarthmore College kindly provided their survey plans for use with this project, but due to a lack of time, we were not able to complete an integration of this data into our user interface. We prioritized our work with the GPS data, even though that data is not as precise, because we wanted our system to be useful in creating mapping systems in other situations where no such detailed survey plans have been prepared.

2.1.1 GPS Data Collection

Our main dataset is GPS tracking data recorded by walking the paths of Swarthmore’s campus with a consumer-grade GPS receiver, the Garmin GPSmap 60CSx. For consistency, we carried the GPS receiver at about waist-height and walked on the center of each footpath, recording tracks of where we had walked and marking a waypoint each time we encountered a path intersection. We used GPSBabel to transfer data from the Garmin unit to the GPX format, an XML-based file format that includes latitude, longitude, elevation, and timestamp data. We collected GPS data for virtually all exterior paved footpaths on the Swarthmore campus; in contrast to last year’s project, we did not record indoor footpaths because of the inability to collect GPS data indoors with inexpensive equipment and our desire to avoid manual editing of the collected data (Singleton and Woods, 2007).

2.1.2 GPS Data Processing

Our pre-processing algorithms find clusters of paths with geographically nearby endpoints. We assume that these paths intersect at a common point, so we reassign the endpoint coordinates of all paths in a cluster to the arithmetic mean of the endpoint coordinates in that cluster. While this approach is fairly naive, we found that it works quite well in practice with the relatively coarse resolution captured by consumer-grade GPS equipment.

We experimented with simplifying the data as a final processing step, hoping to reduce the computational power needed for both the user interface display and our path-finding algorithms. We use the Douglas-Peucker line simplification algorithm to do so. This, however, was not particularly helpful for this particular application in part because of the relatively infrequent position sampling provided by our equipment. Also, we constructed our search graph on adjacent path intersections, ignoring the complexity of the path segment between those intersections, which is an even more efficient simplification for searching purposes. It is important, however, to explore the practicability of such simplification techniques for use with larger, higher-precision datasets.

At the end of these pre-processing steps, the resulting data is saved as latitude, longitude, and elevation tuples for each meaningful point of each path segment. Figure 1 shows a clear difference between our raw data and the same data after being processed with our programs.

![Figure 1: Before and after data processing cleanup on a subset of our GPS data](image1.png)

Figure 2: GIS overlay of our GPS data and the survey drawings

2.1.3 CAD Survey Drawings

Thanks to the maintenance staff at Swarthmore College, we also acquired survey-grade mapping data for the Swarthmore campus in AutoCAD format. We convert the several layers of data from these
drawings to the Shapefile format and simplify the data using the Douglas-Peucker algorithm. The final output data uses the same simplified data format described at the end of our GPS data pre-processing algorithms. We had hoped to use information from these drawings as a base layer to help orient users to the paths as displayed in our user interface, but ran out of time before we could complete that effort. Figure 2, however, shows an overlay of these datasets that has been prepared with a GIS package.

2.2 Path Planning
Path planning using the A* search algorithm is fairly straightforward. We create a graph of the connections between path intersections; each edge in the search graph is weighted with the path distance between its endpoint vertices. Then, we apply the search algorithm to this graph, finding the shortest path between the two selected nodes.

A* uses a heuristic function: the sum of distance to get to the current node plus the cost to get to the next node. Using this function, A* chooses which nodes to visit based on the routes that appear to be shortest. The partial paths it has explored are stored in a priority queue, and when its cheapest path becomes relatively expensive, other potentially shorter paths are explored. When a path is found to reach the goal with a lower heuristic value than any other (partial) path in the queue, A* has found the shortest path. A* is both complete and optimal, making it an obvious choice for path finding.

We choose to implement the A* search algorithm because its implementation is not significantly more difficult than implementing Dijkstra’s algorithm. Given this, the heuristic in A* provides a slight performance improvement in typical situations.

2.3 UI Development
We provide a python program for visualizing the paths in our search space and the optimized paths between selected points. Search endpoints are selected simply by clicking on intersections in our search graph, and the optimal path between those points is then highlighted on the map. A screenshot of this interface is provided in Figure 3, where the first point selected is green, the second point selected is red, and the shortest path between them is shown in blue.
We did not have time to complete further UI development work, although this was not the largest focus of our project. The UI would be even more intuitive, however, if the paths were overlaid on a map that shows other landmarks, such as buildings.

3 Results & Conclusions

Our system appears to be robust and to provide accurate results for a user’s queries. The interface can be quickly and simply explained, but is not yet intuitive enough to be used by most individuals without a brief explanation.

We are quite happy with the way that our system meets the goals set out at the beginning, especially with regards to scalability. For example, we developed our processing routines with a subset of our collected GPS data, then were able to add the remainder of our data with less than five minutes of additional work. We are confident that our system would scale well even to much larger datasets than the ones used in this project, and that this represents a good approach to developing such path-finding systems much more quickly and cheaply than has been previously possible.
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Abstract

In this paper, we apply algorithms for defining regions from sets of points to the problem of drawing *isoglosses*, the boundaries between dialect regions. We discuss the justifications for our method, and alternative models that could be constructed from this data. We evaluate the resultant model by comparison to the traditional method of drawing isoglosses, by hand.

1 Introduction

In the linguistic subfield of dialectology, an important activity is the drawing of isoglosses, or boundaries between dialect areas. It is often difficult to pin down the meaning of these terms, as within a region people come and go, and bring their speech with them, but broadly speaking, an isogloss is a boundary between where people speak like *this* and where people speak like *that*. Typically, an isogloss will not be a sharp line, but will be an area of overlap between speakers of one type and the other.

Unfortunately, isoglosses are typically drawn by hand, as an approximate dividing line. This leads to two problems: one, they should not be thought of or represented as lines, but rather as approximate transition zones, and two, they could be better drawn, we think, by algorithm than by eyeballing. As the noted sociolinguist William Labov writes,

> Every dialect geographer yearns for an automatic method for drawing dialect boundaries which would insulate this procedure from the preconceived notions of the analyst. No satisfactory program has yet been written. (Labov et al., 2005)

We have therefore attempted, as something like a proof-of-concept, to redraw the isoglosses for certain dialect differences in American English. We have taken as our data the results of the telephone survey of speakers across the contiguous USA done for the Atlas of North American English (Labov et al., 2005). To this data, we have applied a number of algorithms from the field of computational geometry, and hope that the result will better represent the boundaries between dialect regions.

One way we expect that our method will improve on a hand-drawn line is by clearly showing areas that are thoroughly mixed. It can be tempting, when drawing by hand, to mark an area as primarily speaking one way, and drawing your line as though that is the case. It may well be the case, however, that in such situations, the region is much more evenly mixed than it appears to the eye, and should probably not be marked decidedly in either direction. We suspect that an algorithmic approach will see these cases more clearly.

The clearest way to test whether our method improves on a hand-drawn line would be to see if this model has greater predictive power, such that if we were to randomly make telephone calls to people, their proximity to our lines would be a better indicator of the features of their dialect. However, doing so is outside the scope of the project. Other changes to our method that would make it more explicitly a predictive model, such as predicting the value for a point based on the inverse-distance weighted average of the *n*-nearest neighbors,\(^1\) while interesting, would also be outside the scope of this project. Such an approach would really be a machine learning task, and not a cartographic task.

As such, our evaluation is limited to observing in a qualitative way the differences between our method and the hand-drawn method. We expect that if there is no significant difference, this will at least provide a way of automating the creation of a machine-readable form, assuming data points are available. If there is a significant difference, then

---

\(^1\)As suggested by George Dahl.
perhaps more investigation into the predictive powers of the two models is warranted.

2 The data

The data from the Atlas of North American English (Labov et al., 2005) is in the form of approximately 600 points, identified geographically by ZIP code, which we then converted to latitude and longitude coordinates. At each point, there was an indication of whether the speaker at that point makes or does not make each of a set of possible linguistic distinctions. The data is generally denser around the north east and Great Lakes regions, but this is in part due to greater population density in these areas. Of course, more datapoints would always be desirable, but these data are still useful.

A dialect area can be considered an area of overlap between polygons from different feature sets, where the area of overlap consists of most of the area of the parent polygons. Thus, it is an area where, at least with respect to the features under consideration, people speak the same way, and that way is distinct from the surrounding area. The scale of this can vary, of course: a city may form a distinct dialect area within a state, if it has sufficiently different speech, but there may also be dialect areas within that city, which are each more like each other than they are like the speech outside the city, but still differ from each other.

The specific features which we mapped were the following: whether the speaker distinguishes \( A \) and \( O \), whether the speaker distinguishes \( û \) and \( w \), and whether the speaker distinguishes \( I \) and \( E \) before a nasal, such as \( n \) or \( m \).\(^2\) These are a set of easily explicable features, with the first and third being generally considered to be characteristic of large US dialects. For each feature, following the format in the Atlas, a speaker could make the distinction, not make the distinction, or be unclear — that is, the interviewer was unable to tell whether they reliably made or did not make the distinction. In all cases, we used the interviewer’s judgment, rather than the speaker’s self-reporting.

The scale of our project is across the contiguous USA, so many smaller-scale regional variations don’t show up. This is dependent on a number of parameters in the algorithm, and the size and granularity of the dataset. For example the data set and our techniques might allow us to note the speech of western Pennsylvania and West Virginia as distinct from the area around it, but would not create a distinct region for the dialect of San Francisco and its countryside.

3 Methods

Our goal of identifying dialect regions based on individual phoneme information required us to first locate areas where speakers pronounced a phoneme similarly. For most phonemic variables in the Atlas of North American English, the speakers with similar pronunciation are not located all in one area. This meant that for each feature setting, we had to first break the data points up into several regional groupings, which we did using \( k \)-means clustering. Once we had clustered the data for a particular feature setting we found boundaries for the resulting regions by computing the convex hulls of the data points in each cluster. This gave us several polygons describing regions in which a particular feature had the same setting, so to find dialect regions we overlaid these polygon sets and found regions of intersection. Each of these three steps is described in detail below.

3.1 Clustering

To break the data points from a data set for a particular feature setting down into smaller groups, we used \( k \)-means, a clustering algorithm proposed by MacQueen (1967). The algorithm starts with \( k \) centroids that can be specified as input or randomly selected from the data points. Each data point is then assigned to the nearest centroid, and each centroid is adjusted to minimize the distance to all of its points. Then the data points are again assigned to the closest centroid, and the centroids are recomputed, and so on. The algorithm terminates when an iteration occurs in which no data points switched centroids. The theoretical worst-case time complexity of the \( k \)-means algorithm is superpolynomial (Arthur and Vassilvitskii, 2006), but in practice it runs quite quickly.

We considered a number of alternative clustering algorithms including faster heuristic-based or

\(^2\)These symbols are explained in Section 7.
approximate $k$-means implementations. We also considered other more adaptive clustering algorithms, like growing $k$-means or growing neural gas (Daszykowski et al., 2002). The main advantage to such techniques is that they would not require the number of clusters to be specified in advance, but instead start with very few centroids and add more as needed. We decided against such methods after considering the potential applications of our work. First, if a user of our algorithm, say a linguist creating dialect maps, is unfamiliar with the details of the implementation, it might be easier for him to specify starting-point centroids than to tune the parameters that control the termination point of growing $k$-means or growing neural gas. Additionally, because our data come from an atlas with hand-drawn isoglosses, we have available to us reasonably good starting-point centroids to use in our testing.

3.2 Convex Hulls

After forming clusters, we computed the convex hull of each set of clustered points, using a simple convex hull algorithm, the Jarvis March. The algorithm uses a “gift-wrapping” technique, starting from the leftmost point in the data set, and at each subsequent step, scanning through all the remaining points to find the one that makes the widest angle with the previous hull boundary-segment. This runs in in $O(nh)$ time, because each of $h$ loops scans all of the input points (de Berg et al., 1997). Non output-sensitive, $O(n \log n)$, convex hull algorithms also exist and are useful when $h$ is close to $n$, resulting in $n^2$ complexity for Jarvis, but in our application, $h$ tends to be quite small relative to $h$, so the Jarvis March performs marginally better.

When inspecting the first applications of our convex-hull implementation to real data, we noticed that the hulls were often significantly affected by a few outlier points that weren’t particularly close to any of the cluster centroids but our implementation of k-means required that they be assigned to some cluster. For example one data set had three clear clusters in the northeast, the midwest, and the deep south, plus a few extraneous data points in California. These California points caused the midwest-hull to stretch halfway across the country (see figure 1).

To fix this, we tried two different methods. The first was onion-peeling of the convex hulls, which would involve throwing out the points on the convex hull and recomputing the convex hull of the remaining points (perhaps more than once). We found this method ineffective because removing all outliers would sometimes require more than one onion-peeling step, in which case some more-compact clusters would be whittled away and no longer accurately represent the data. We then tried, and were satisfied with, calculating the outliers more explicitly. For each cluster, we computed the standard deviation of the distance from each point to the centroid and removed all points more than some number of standard deviations away before computing the convex hull.

3.3 Overlay

Finally, given the hulls for each cluster in a particular map, we overlaid them to find the common area between, for example, the speakers who both make the /a/ /ɔ/ distinction, and drop syllable-final r. By overlaying hulls from different features, we could identify regions of significant overlap, indicating dialect regions, and by overlaying hulls from different settings of the same feature, we can determine border areas where common sets of linguistic features cannot be readily described.

3Suggested by Andrew Danner.
4We found that 3 standard deviations produced good results.
Overlaying these regions requires first detecting whether two polygons intersect. A method to do this in $O(\log n)$ time was proposed by Chazelle and Dobkin (1980), but is exceedingly difficult to implement, so we opted instead for an $O(n^2)$ algorithm based on the leftTurn and rightTurn primitives we had already implemented for computing the intersection. The idea is that if two polygons don’t intersect, then there exists a dividing line between them, and one such line must be a side of one of the polygons. Therefore we can walk around the outside of one polygon and determine for each side, whether all points in the other polygon lie on the opposite side of that line from the rest of its polygon. If so, the polygons don’t intersect; if no such line is found after walking around both polygons, then the polygons intersect.

Once we know that two polygons intersect, we use a rotating calipers implementation provided by Mary Wooters and George Dahl to compute bridge points between them (Toussaint, 1983). Each of these bridge points corresponds to a point of intersection between the two hulls at the other end of the “sail polygon” (see figure 2), which we locate using the stepDown procedure outlined in Toussaint (1985). Once we have located these intersection points, finding the convex intersection of the two polygons is simply a matter of walking around one polygon and then the other, switching at each intersection point. Both rotating calipers and stepDown run in time linear in the size of the polygons, as does the final output step, so the whole overlay step runs in worst-case $O(k^2 + h)$ time, where $k$ is the number of $k$-means centroids (and therefore the number of polygons), and $h$ is the number of points on the polygons being combined. In practice, $k$ and $h$ are well under $n^{3/2}$, so this works out to be no worse than linear in the size of the overall data set.

To visualize the data, we used GRASS,\textsuperscript{5} mapping our datapoints to latitude and longitude coordinates.

### 4 Results

The regions drawn by this method seem plausible given our knowledge of the data sets we used. However, a rigorous test of the predictive power of this model is not particularly feasible without more data.

One major difference is that this method produces only convex polygons as dialect regions, and also does not cover all the inhabited territory on the map. Both of these facts imply something about how our regions are to be interpreted: for a given feature, the regions of no overlap with other settings for that feature are areas of high-confidence that there is one dialect, areas of overlap are areas of confidence that the speech is mixed there, and areas outside of polygons are areas of insufficient data.

There were some moments when it was clear how to hand-evaluate the algorithm. For example, before switching to standard-deviation hulls, we attempted onion-skin hulls. This resulted in a hull that stretched across the US from Wisconsin to southern California, even after peeling off the first layer. This was clearly an artifact of the processing, and not reflective of a here-to-fore unobserved swath of speakers who distinguish $a$ and $o$; the greater part of the polygon, as it stretched across the country, was devoid of datapoints, having them all clustered at the Wisconsin end.

### 5 Future Work

The clearest route for future work would be to develop a metric with which to test the quality of a dialect map. The purpose of such a map is presumably as a predictive tool; as such, gathering larger amounts of data, for distinct training and testing,
would be ideal. However, collecting such data remains time-consuming and difficult.

It has been suggested that an alternative approach to this problem would be to treat it as a machine learning task. One could imagine easily a learning system that would, given training data of geographic points classed by setting of linguistic features, would produce the likeliest settings for linguistic features, given testing data of just geographic points. While such a system would be interesting, and possibly very informative, it would not lend itself immediately to map-making, and was outside the scope of this project.

6 Conclusions

It is difficult to evaluate the success of our algorithm both because the Atlas is not conducive to a quantitative comparison, and because testing our algorithm against real-world data is impractical. The algorithm seems to produce reasonable results, but a large part of our ability to evaluate this is based, circularly, on the maps available in the Atlas. Clearly, both more data and a better means of evaluation would be desirable.

7 Linguistic Appendix

A number of phonetic symbols have been used in this paper. As familiarity with them is not assumed, we will explain them here.

- α: for those that distinguish this from the following vowel, it is the vowel in to\text{t}.
- ω: for those that distinguish this from the preceding vowel, it is the vowel in taught.
• w: this is the first consonant of witch.

• û: this is the first consonant of which, though many speakers do not use this, instead merging with w, above.

• r: as in pin.

• e: as in pen. Some US dialects do not distinguish i and e before nasal consonants, such as n or m.

These features were selected because they were available in the Atlas, and easily explicable. A thorough effort to algorithmically create dialect maps would use many more features.
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Abstract
The largest empty circle (LEC) problem is defined on a set $P$ and consists of finding the largest circle that contains no points in $P$ and is also centered inside the convex hull of $P$. The LEC is always centered at either a vertex on the Voronoi diagram for $P$ or on an intersection between a Voronoi edge and the convex hull of $P$. Thus, finding the LEC consists of constructing a Voronoi diagram and convex hull for $P$, then searching the Voronoi vertices and intersections between Voronoi edges and convex hull edges to see where the LEC lies. This paper presents a simple $O(n[h + \log n])$ solution to the largest empty circle problem. Though previous work on this problem has found $O(n \log n)$ solutions, we find that for data sets which are somewhat normally distributed, $h$ is small and our simple algorithm performs well.

1 Introduction
The Largest Empty Circle (LEC) problem is defined on a set of points $P$ and consists of locating the largest circle that contains no points of $P$ and is centered inside the convex hull of $P$. Less formally, this problem finds the point $q$ bounded by the convex hull which maximizes the distance to its nearest neighbor $p \in P$; this point is the center of the largest empty circle. We constrain $q$ to lie within the convex hull of $P$ because otherwise we would simply choose the point at infinity as the center of the LEC.

This problem is sometimes referred to as the Toxic Waste Dump problem, because given the coordinates for a set of cities, the LEC problem would allow you to find the best site for a toxic waste dump by finding the location which is maximally far from every city. This might also be useful for planning locations for new stores. For example, imagine you would like to build a new McDonald’s in a metropolitan area that already has several dozen McDonald’s stores. By computing the LEC on the set of existing McDonald’s restaurants, you could select a site for a new store which is maximally far from all existing stores to minimize competition with other McDonald’s restaurants and situate yourself near people who previously did not have a McDonald’s nearby.

The Voronoi diagram for the set $P$ is a useful tool for solving the LEC problem. The Voronoi diagram is a partition of the plane into convex faces such that given a set of points $P$, each face (hereafter, Voronoi cell) contains exactly one point $p \in P$ and all points in the plane which are closer to $p$ than to any other point in $P$. Points lying on the edges between Voronoi cells are equidistant between the two points contained in the cells lying to either side of the edge. Given these properties, it seems intuitive that the largest empty circle should be centered on a Voronoi vertex. Since the edges represent all points which are equidistant to the two points they divide, it follows that a vertex, which is simply an intersection between multiple Voronoi edges, would maximize the minimum distance to all nearby points. Any point that is not on a Voronoi vertex must be closer to one point than any other and as such any empty circle we can draw around it will not be of maximal size.

Based on the above principles, it seems that we might simply be able to draw empty circles around all Voronoi vertices and see which is the largest. However, since we constrain our circle to be centered inside the convex hull of $P$, we must be slightly more careful in our search for the LEC. First, we must consider only Voronoi vertices which lie inside the convex hull of $P$. Second, we must consider what happens on the edges of the convex
hull itself. At points where a Voronoi edge intersects a convex hull edge, the distances between each of the two nearest points is maximized, since we are on a Voronoi edge. Such points must also be considered as candidates for the center of the LEC.

2 Related Work

The earliest solution to the LEC problem was presented by Shamos in his Ph.D. thesis (1978). Shamos presented an algorithm that, given the Voronoi diagram and the convex hull, could find the largest empty circle in \( O(n) \) time. Unfortunately, this algorithm was based on the assumption that every convex hull edge is intersected by at most two Voronoi edges, which is not always true, as later shown by Toussaint (1983). Because the original Shamos algorithm incorrectly assumes a maximum of two Voronoi edge intersections at each convex hull edge, it can miss intersections at edges with more than two intersections with Voronoi edges and, as such, can fail to recognize the true LEC.

Toussaint (1983) went on to present an algorithm which correctly finds the LEC in all cases. However, the Toussaint algorithm requires \( O(n \log n) \) running time when given the convex hull and Voronoi diagram. The algorithm first computes the largest empty circle about each Voronoi vertex which lies in the interior of the convex hull. This step requires \( O(n \log h) \) operations; there are \( O(n) \) Voronoi vertices for which we must do an \( O(\log h) \) point location step to check for interiority to the convex hull (where \( h \) is the number of convex hull edges), and computing the largest empty circle about a point can be done in constant time. Once all interior points have been considered, the algorithm computes all intersections between Voronoi edges and convex hull edges. Toussaint uses an \( O(\log n) \) algorithm taken from Chazelle (1980) to find the intersections between a line segment and a convex \( n \)-gon. Since there are \( O(n) \) Voronoi edges (de Berg et al., 2000), this step requires \( O(n \log h) \) time overall. By checking all points interior to the convex hull and all intersection points between the Voronoi diagram and the convex hull, all possible sites for the center of the LEC have been considered. All that remains is to report the point about which the largest circle was drawn. Toussaint thus finds the LEC in \( O(n \log n) \) time.

Later, Preparata and Shamos (1985) offer an improved version of Shamos’s original methods (1978) which no longer relies on the assumption that each convex hull edge is intersected by at most two Voronoi edges. Preparata and Shamos describe an \( O(n) \) marching method for finding all intersections between the Voronoi edges and the convex hull, which is an improvement on Toussaint’s \( O(n \log h) \) method. Preparata and Shamos do not go into detail about how to check Voronoi vertices on the interior of the convex hull to see if they might be the center of the largest empty circle. We can only assume that they, like Toussaint, also require an \( O(n \log h) \) technique for checking interior points. This solution is then slightly faster than Toussaint’s, thanks to the \( O(n) \) intersection location step.

Still, all of the LEC-finding algorithms discussed above require use of the Voronoi diagram and the convex hull. Both of these structures require \( O(n \log n) \) steps to compute. Construction of these structures dominates the computation time when finding the LEC, so while there may be some quibbling about the fastest methods for finding intersections between Voronoi diagrams and convex hulls, overall the solution to the LEC problem is at best \( O(n \log n) \) regardless of the steps required to actually find the largest empty circle.

In this paper, we present a complete method for finding the LEC, borrowing our approach to the problem from the previous work of Toussaint. The algorithm presented includes a computation of the Voronoi diagram and the convex hull and requires \( O(n \log n) \) running time.

3 Methods

3.1 Computing the Voronoi Diagram and Convex Hull

Before we can find the largest empty circle for a set of points \( P \), we must first construct the Voronoi diagram (\( \text{Vor}(P) \)) and convex hull (\( \text{CH}(P) \)) for the set of points. Here, \( \text{Vor}(P) \) is computed by first finding the Delaunay triangulation, \( \text{DT}(P) \), which is the dual of \( \text{Vor}(P) \). Common algorithms for computing \( \text{Vor}(P) \) involve an \( O(n \log n) \) plane sweep and are not dynamically updateable. However, de Berg et al. (2000) describe an incremen-
tal algorithm for computing $DT(P)$. Because we would like to support dynamic updates to $Vor(P)$, we choose to compute $Vor(P)$ by dualization of a dynamically updateable implementation of $DT(P)$.

### 3.1.1 The Delaunay Triangulation

de Berg et al. (2000) describe an incremental algorithm for computing Delaunay triangulations, which we employ here to compute $DT(P)$. The Delaunay triangulation is a special type of triangulation which maximizes the minimum angle found in any triangle in the triangulation. An example is shown in Figure 1.

We begin with a very large bounding triangle and add points from $P$ to it one at a time. When adding a point $p$, we check the current triangulation and locate the triangle $T$ which contains $p$. We then draw edges between $p$ and each of the vertices of $T$ to re-triangulate the set $P$. In doing so, however, we may have introduced new triangles with small angles such that we no longer have a Delaunay triangulation. Thus, as we re-triangulate with every added point, we must check the edges of new triangles introduced to see whether they form any small angles. We flip such edges as needed to the opposite corners of the quadrilateral which contains them, recursing on triangles in the neighborhood of newly flipped edges until we have ensured again that the smallest angle in the triangulation is as large as possible.

We represent triangles as nodes in a directed acyclic graph. Whenever a triangle is divided by insertion of a new point or changed due to edge-flipping, it sets pointers to the new triangles which result from these changes. Each triangle node also maintains a pointer for each of its three edges indicating which other triangle neighbors it along that edge, with care being taken to update these neighbor pointers as new triangles are introduced and edge flips are performed. These neighbor pointers are crucial to our ability to dualize $DT(P)$ to $Vor(P)$.

For full details on the computation of Delaunay triangulations, see see de Berg et al. (2000). Once we have a Delaunay triangulation in place, we can dualize it to give the desired Voronoi diagram.

### 3.1.2 The Voronoi Diagram

Once $DT(P)$ has been computed, it is fairly straightforward to dualize it to $Vor(P)$. The duality between the Voronoi diagram and the Delaunay triangulation is such that every triangle in $DT(P)$ corresponds to a vertex in $Vor(P)$. Triangles which are neighbors in $DT(P)$ have their vertices connected by an edge in the $Vor(P)$ dual space (de Berg et al., 2000).

The coordinates of the Voronoi vertex which correspond to a triangle $T \in DT(P)$ can be found by locating the center of the circle which circumscribes $T$ (Okabe et al., 2000). To compute the circumcircle, we use the perpendicular bisector construction as in Figure 2; the circumcircle for a triangle is centered at the point at which the perpendicular bisectors for the triangle’s edges all intersect. To compute $Vor(P)$ from $DT(P)$, then, we first iterate over all triangles in $DT(P)$, computing the circumcircle to find the dual vertex in $Vor(P)$.

Once all Voronoi vertices have been found, we
connect them to one another by again iterating over the triangles of \( DT(P) \). Here, we make use of the neighbor pointers stored in our Delaunay structure. For each triangle \( T \in DT(P) \) and its corresponding point \( p \in Vor(P) \), we retrieve all of \( T \)'s neighbors, \( T' \). For each \( t \in T' \), we take its corresponding point \( p' \in Vor(P) \) and draw an edge between \( p \) and \( p' \). The resulting set of edges describes exactly the Voronoi planar partition.

The dualization from \( DT(P) \) to \( Vor(P) \) described here can be computed in \( O(n) \) time. We must iterate over all triangles in \( DT(P) \), of which there are \( O(n) \) (de Berg et al., 2000). For each triangle, we must compute the circumcircle to locate the corresponding Voronoi vertex and check three neighbor pointers to draw the appropriate Voronoi edges. These two operations can be done in constant time, giving an overall \( O(n) \) runtime for the dualization step.

### 3.1.3 The Convex Hull

Finally, we must compute \( CH(P) \) before we can go on to find the LEC. Here, we use the simple \( O(nh) \) Jarvis march algorithm to compute the convex hull. The interested reader should refer to de Berg et al. (2000) for further details on this algorithm.

At this point, we have found the Voronoi diagram and convex hull for our data set (Figure 3). With all necessary data structures in place, we now proceed to find the largest empty circle.

### 3.2 Finding the Largest Empty Circle

To find the largest empty circle, we first locate all potential centers for that circle, which involves identifying all Voronoi vertices which are interior to \( CH(P) \) and finding all intersections between Voronoi edges and convex hull edges. Once all candidate centers have been located, we draw the largest possible empty circle around each and report which was the largest of all.

#### 3.2.1 Checking Interior Voronoi Vertices

We use a naive approach for finding all Voronoi vertices which are interior to \( CH(P) \). For each Voronoi vertex, we march counter-clockwise around \( CH(P) \), checking whether the vertex lies to the left of the edge. If the vertex lies to the left of all edges in \( CH(P) \), we know that it is interior and add it to the list of candidate LEC centers. This requires \( O(nh) \) steps, since we must check all \( h \) convex hull edges for all \( O(n) \) Voronoi vertices.

#### 3.2.2 Finding Convex Hull and Voronoi Edge Intersections

We employ another naive approach for finding all intersections between Voronoi edges and convex hull edges. For every Voronoi edge, we check both endpoints for interiority to \( CH(P) \). If one is interior and one is exterior, we know that this edge must intersect \( CH(P) \) at some point. We then iterate over all convex hull edges and check for intersection with the Voronoi edge in question. By repeating this process for every Voronoi edge, we are guaranteed to find all intersections between \( Vor(P) \) and \( CH(P) \).

This step requires \( O(nh) \) runtime. We must check all \( O(n) \) Voronoi edges, and for any which intersect the convex hull, we must iterate over all \( h \) convex hull edges to find the intersection point.

#### 3.2.3 Locating the Largest Empty Circle

Now that we have found all possible points at which the LEC can be centered (as in Figure 4), we have to decide which of these candidates is the actual center of the LEC. To find the largest empty circle that can be drawn around any given candidate center, we exploit the duality between \( DT(P) \) and \( Vor(P) \). Candidate centers are vertices in \( Vor \) space; however, when drawing a circle around a candidate point we want to ensure that this circle does
Figure 4: Candidate centers for the largest empty circle for the set of points shown in Figures 3 are outlined here. All candidate centers lie on Voronoi vertices or on intersections between Voronoi and convex hull edges.

Figure 5: Solid, black lines indicate edges in $DT(P)$. Dashed, grey lines indicate edges in $Vor(P)$. The point $p$ is a Voronoi vertex and is thus a candidate LEC center. Here, $p$'s three nearest neighbors are the three points contained in the Voronoi cells adjacent to $p$, which are the vertices of $p$'s dual triangle in $DT$ space, $v_1$, $v_2$, and $v_3$.

Figure 6: The LEC for our simple set of points.

not contain any points in $P$, which are vertices in $DT$ space.

Any Voronoi vertex is the intersection of at most three Voronoi edges. This follows directly from the dual relationship between $Vor(P)$ and $CH(P)$; each Voronoi vertex corresponds to one Delaunay triangle and is connected to the vertices which correspond to that triangle’s neighbors, of which there are exactly three (except near the edges of the space, where there may be only two neighbors). Since each Voronoi vertex $p$ is incident to at most three Voronoi cells, the three points in $P$ closest to $p$ are those three points which lie in the Voronoi cells to which $p$ is adjacent. Those three points are the vertices of $p$’s dual triangle in $DT(P)$ (see Figure 5). Thus, by dualizing $p \in Vor(P)$ back to $T \in DT(P)$, we can find $p$’s three nearest neighbors. We then choose the closest neighbor and draw a circle about $p$ whose radius equals the distance between that neighbor and $p$.

We accomplish the dualization of a Voronoi vertex to a Delaunay triangle very simply by building a dictionary of Voronoi vertex-Delaunay triangle pairs as we are doing our initial construction of $Vor(P)$ from $DT(P)$. We then look up candidate vertices in this dictionary to find their nearest neighbors and draw empty circles about them. By drawing empty circles around each candidate vertex, we can locate and report the LEC.

This final step of the algorithm requires $O(n)$ time. Finding the closest point $P$ to any candidate center can be done in constant time by simple dictionary lookup, and we must repeat this process for
all $O(n)$ candidate centers.

At this point, we need only to report the largest empty circle we have found, as in Figure 6. Figure 7 provides a summary of all steps taken to compute the LEC and their associated runtimes. The overall runtime of our algorithm is thus $O(n[h + \log n])$.

### 4 Results

We ran the algorithm described above on a set of points corresponding to the latitude and longitude coordinates of all U.S. cities in the 48 contiguous states of population 100,000 or greater (there are 251 such cities). We found the LEC to be centered at -108.2659° latitude, 46.7316° longitude, near Winnette, MT. $Vor(P)$ and $CH(P)$ for this data set are displayed in Figure 8; the resulting LEC is displayed in Figure 9.

The algorithm runs on this dataset of U.S. cities in less than four seconds. In order to analyze the algorithm’s overall performance and the performance of intermediate steps within the algorithm, we ran it on a number of data sets ranging in size from 100 points to 10,000 points and recorded the amount of processor time required to compute each step of the algorithm. For these timed tests, we used randomly generated, normally distributed sets of points. The results of these tests are shown in Figure 10.

### 5 Discussion

Our algorithm was tested on and successfully computed the LEC for the U.S. cities data set as well as randomly generated, normally distributed data sets of up to 10,000 points. It is clear from Figure 10 that the time required to compute the LEC is dominated by the computation of $DT(P)$; all other steps of our algorithm proceed quickly in comparison. For the 10,000 point data set, for example, it took about 33 minutes to compute $DT(P)$. The next slowest step of the algorithm was locating the intersections between $Vor(P)$ and $CH(P)$, which took only 26 seconds.

As mentioned earlier, we used naive approaches to several of the intermediate steps of this algorithm, including the simple Jarvis march for convex hull computation, the point location step for finding all Voronoi vertices interior to the convex hull, and the step for identifying intersections between Voronoi and convex hull edges. Each of these naive steps was $O(nh)$, and for each of these steps we might have used a more sophisticated algorithm in hopes of achieving better runtime for the overall LEC algorithm. For the convex hull, we might have chosen from a variety of $O(n \log n)$ algorithms (see Preparata and Hong (1985), de Berg et al. (2000), for examples). This only improves the speed of computing the convex hull if the number of convex hull edges is somewhat large. For the identification of interior Voronoi vertices, Toussaint (1983) describes an $O(n \log h)$ technique, which is a guaranteed improvement over the $O(nh)$ technique we use, regardless of the distribution of our set of points. For the Voronoi/convex hull intersection location step, Chazelle (1980) describes an $O(n \log h)$ technique for computing the intersections between a set of segments and a convex polygon, and better still, Preparata and Shamos (1985) describe an $O(n)$ march around all Voronoi cells that discovers all intersections with the convex hull.

While the naive approaches to these intermediate steps used in our algorithm could be improved by implementing any of the known faster algorithms mentioned above, the results of Figure 10 suggest that this would provide very little improvement to the running time of our overall LEC algorithm. It is clear that the $O(n \log n)$ computation of $DT(P)$ dominates the computation time for finding the LEC, and thus minor speed-ups to intermediate steps would be of limited value.

It should be noted that the data sets on which we tested our algorithm’s running time were all approximately normally distributed. As such, $h$, the number of convex hull edges, was quite small compared to $n$, the number of data points (see, for example, Figure 8). Considering the possible applications of the LEC problem, such as toxic waste dump site selection or business location planning, we expect that the data
Figure 8: The Voronoi diagram and convex hull for the data set of all US cities of population 100,000 or greater.

Figure 9: The largest circle which contains no U.S. cities of population 100,000 or greater and is centered within the convex hull of these cities. The center lies at -108.2659° latitude, 46.7316° longitude, near Winnette, MT.
Figure 10: At top, a plot of processor time versus number of data points. The time required for the \( DT(P) \) computation is barely distinguishable from the total running time of the entire algorithm. All other algorithmic steps have running times clustered very near to zero for data sets of all sizes and are not distinguishable on this plot. For this reason, a plot of \( \log(\text{processor time}) \) versus number of data points is shown at bottom. The time for the \( DT(P) \) computation is again quite similar to the time for the overall algorithm. The next most time consuming step is the identification of \( \text{Vor}(P) \) edge intersections, but this step is far faster than the computation of \( DT(P) \).

Figure 11: Processor time used by our algorithm on 1000 data points lying on a circle as compared to 1000 normally distributed, randomly generated data points. Sets our algorithm will most commonly encounter will be similar to the data sets on which we have already tested it—somewhat normally distributed, with \( h \) small compared to \( n \). However, should we need to compute the LEC on some set of points which is distributed differently (say, in a ring-like shape, where \( h \) and \( n \) would be similar), we expect our \( O(nh) \) intermediate steps to begin to contribute to significantly slower runtimes for our algorithm overall.

To test this idea, we ran our algorithm on a set of 1000 points distributed on a circle so that \( h = n \) and compared the resulting performance to the performance on a normally distributed set of the same size. The resulting running times are displayed in Figure 11. Note that the \( O(nh) \) check for interior Voronoi vertices is still relatively quick. However, we see that our convex hull algorithm and our technique for locating Voronoi/convex hull intersections take much longer on the circular data than on the normally distributed data, leading to about a sevenfold increase in the overall running time of our algorithm. Thus, if we intend to run our algorithm on non-normally distributed data where \( h \) may become large, we would almost certainly benefit from switching to an \( O(n \log n) \) convex hull algorithm and an \( O(n) \) technique for finding Voronoi/convex...
hull intersections. Still, because our algorithm is primarily applicable in domains where data is likely to be normally distributed, such as sets of cities or business locations, we continue to use the naive $O(nh)$ intermediate steps, since they seem to work well for this type of data.

6 Conclusion and Future Work

In this paper, we have described an algorithm which computes the largest empty circle on a set of points $P$. The algorithm is $O(n[h + \log n])$ and supports dynamic updates to the set $P$ without heavy re-computation of underlying structures. The algorithm requires the use of the Voronoi diagram, which we compute by dualizing the Delaunay triangulation of $P$. The convex hull of $P$ must also be computed. We then check all Voronoi vertices and intersections between Voronoi and convex hull edges to see which is the center of the largest empty circle.

Our algorithm is $O(n[h + \log n])$, which is asymptotically worse than the $O(n \log n)$ solutions published by Toussaint (1983) and Preparata and Shamos (1985). This extra $h$ term results from taking naive $O(nh)$ approaches to a few intermediate steps in computing the LEC. However, we have shown that our algorithm’s overall running time is not much affected by these $O(nh)$ intermediate steps when our data is more or less normally distributed. Thus, we find that our use of simple, naive techniques at some steps of our algorithm is justified; while asymptotically faster techniques do exist for these steps, these faster techniques are considerably more complicated than the simple approach we take. Because our $O(nh)$ methods contribute very little to the total runtime of our algorithm (Figure 10), we find that we can use simple, straightforward techniques at a negligible cost to the running time of our algorithm.

For future work, it may be useful to implement support for further location constraints on the center of the LEC, such as described in Chew and Drysdale (1986) or Toussaint (1983). For example, we might like to restrict the LEC to be centered in some simple, though not necessarily convex, polygon or set of polygons other than the convex hull. This would have been useful when working with the data set comprised of US cities. Suppose we are using our algorithm to find a toxic waste dump site. Rather than using the convex hull of this data set, which contains parts of Mexico, the Gulf of Mexico, and the Atlantic and Pacific oceans, and does not include all of the land comprising the 48 contiguous states (Figure 8), we might have preferred to constrain the LEC to be centered anywhere on US mainland territory. This would both ensure that the selected site were actually a United States holding, and would also provide a wider selection of possible LEC centers by including more area in the northern United States. Thus, using some sort of simple, polygonal approximation of the 48 contiguous states would be an improvement.

To do this, we would have to change our point location strategy for testing whether a Voronoi vertex is interior to the bounding region, since that region would no longer be convex. The current naive $O(nh)$ technique for finding intersections between the Voronoi diagram and the bounding region would still be effective, but if we were to update to the $O(n)$ marching technique described by Preparata and Shamos (1985), we would have to modify it slightly to deal with non-convex bounding regions.

Our current algorithm avoids complicated intermediate steps and successfully computes the LEC on data sets of varying sizes and distributions. It is quite fast on normally distributed sets. While we could improve its performance on non-normal data sets and support further location constraints on the center of the LEC by using more complicated intermediate steps in our algorithm, for now we stick with the simple solution to the LEC problem and assume it will most often be used on normally distributed data sets.
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Abstract

This paper presents a strategy for dividing a state into congressional districts using a modified version of Smith and Ryan’s recursive shortest splitline algorithm (2007). Our strategy reduces the cost of the computation by approximating the population of a ZIP Code Tabulation Area (ZCTA) as a point mass at its population centroid. If there are \( N \) ZCTAs in the state with \( E \) total edges, and \( k \) districts to be created, our algorithm runs in expected \( O((N^2 + E) \cdot \log k) \) time.

1 Introduction

The determination of congressional district boundaries within a state is often a controversial process. Typically, any solution that gives contiguous, equipopulous districts is legal. Therefore, the majority party in the state legislature has wide latitude to draw districts that bolster its chances in congressional elections. Such gerrymandered districts will typically disperse regions of strong support for the opposition party among the districts so that the majority will control most or all seats.

We adopt the following definitions. An unbiased districting is a division of a region into equipopulous districts that is developed without any information about the residents’ voting preferences. A gerrymandered districting is a division of a region into equipopulous districts such that the region’s majority party is the majority party in every district.

2 Related Work

The literature contains several proposals for generating or maintaining unbiased districts that optimize some geometric criterion.

Given an initial districting, Helbig et. al. heuristically maximize district compactness using an iterative linear programming technique (1972). In their method, the region is discretized into \( m \) existing political zones, such as counties or census tracts, that are small compared to the whole state and approximately equipopulous. They then proceed as summarized in Algorithm 1. Constraint A is the one-vote constraint: each zone belongs to exactly one district. Constraint B is the equipopulation constraint. It relies on the assumption that zones are equipopulous, but this restriction could easily be lifted by rewriting the constraint as an inequality on the population sum, with some deviation tolerance. The value function to be minimized is simply the summed population-weighted distance of zones from the centroids of their districts. Since finding a minimum by brute force takes \( O(2^m) \) time, the transportation algorithm is used; the details are out of the scope of this paper. Note that this method does not guarantee that districts will be contiguous.

Macmillan presents an innovative solution to the contiguity problem (Macmillan, 2001). Macmillan first presents the connectivity method of checking contiguity of a region, which is a streamlined, but still \( O(m^3) \), version of connectivity matrix multiplication. Macmillan improves on this algorithm by initially assuming that the regions in the districting are already connected, and what is being examined is the decision to either add a single zone to or remove a single zone from the current region. Since the only way the region can become disconnected is if adding or removing the zone breaks contiguity, we need only examine the single zone and the zones it borders. Using Macmillan’s switching point technique, it can be determined quickly whether the operation breaks contiguity. An initial districting can then be updated in response to population movement...
Algorithm 1 Helbig et. al. linear transport

Let $\epsilon$ be an arbitrary stagnation threshold.
Let $m$ be the total number of zones.
Let $n$ be the number of districts.

\[ g = \frac{m}{n} \]

Let $(u_i, v_i)$ be the centroid of zone $i$.
Let $p_i$ be the population of zone $i$.

repeat
  for All districts $j$ do
    Compute $(a_j, b_j)$, the centroid of district $j$.
    for All zones $i$ do
      \[ d_{ij} = \sqrt{(a_j - u_i)^2 + (b_j - v_i)^2} \]
      if zone $i$ is in district $j$ then
        \[ x_{ij} = 1 \]
      else
        \[ x_{ij} = 0 \]
      end if
    end for
  end for

constraint A: $\sum_j x_{ij} = 1$ for all $i$.

constraint B: $\sum_i x_{ij} p_i = g$.

Using the transportation algorithm, minimize
$\sum_i \sum_j (x_{ij} \cdot d_{ij} \cdot p_i)$ subject to constraints A,B.

for All districts do
  Let $(\bar{a}_j, \bar{b}_j)$ be the centroid of the new district $j$.
end for

until $|\bar{a}_j - a_j| < \epsilon$ and $|\bar{b}_j - b_j| < \epsilon$ for all $j$. by simulated annealing. In this process, donor districts with excess population and recipient districts with a population deficit are selected at weighted-random by the size of the deviation. A zone to transfer is selected at weighted-random by the size of the resulting deviation. So long as the transfer would not break contiguity, it is accepted if it strictly improves deviation, and probabilistically accepted based on the current annealing temperature otherwise. Macmillan’s algorithm does not optimize for compactness or any other geometric property, and therefore may yield results as unattractive as a gerrymander.

The shortest splitline algorithm of Smith and Ryan recursively divides the region to be districted into two regions (Smith and Ryan, 2007). If the region being divided has an even number of congressional seats, the two child regions are equipopulous. If it has an odd number, then one region will be large enough to have one more seat than the other. Smith and Ryan compute splitlines on a grid sampling of population. The details of their implementation are only given as uncommented C source code, and are therefore not summarized here.

Our literature search did not discover any existing work explicitly concerned with optimal gerrymandering. However, the generalized equitable ham sandwich algorithm of Bespamyatnikh et. al. is applicable (1999). This algorithm splits a set of $r \cdot p$ red points and $r \cdot q$ blue points into $r$ regions with $p$ red points and $q$ blue points using a divide-and-conquer strategy. Using voter registration rolls, registered Democrats (blue points) and Republicans (red points) can be identified with geographic locations. Letting $r$ equal the size of the state’s congressional delegation, the majority party will control every district in the equitable ham sandwich subdivision.

3 Implementation

We have implemented a shortest splitline algorithm using the basic concepts developed by Smith and Ryan (2007), but with the adapted implementation summarized in Algorithm 2. The algorithm produces districts that are contiguous, and equipopulous to a variable tolerance parameter $\epsilon$. Degeneracy handling is not included in the pseudocode, but has been
implemented and is discussed further in Section 3.3.

Smith and Ryan use a raster model for the region: boundary points are represented by pixels, and a splitline starts and ends at the centers of pixels. This model has the problem of fixed and arbitrary granularity: edges cannot shift by less than one pixel at either end, and the granularity is set by the resolution of the original raster image of the region. If the original image is too small, the resulting splitline may be unsatisfactory in population distribution, but if the original image is too large, the algorithm takes much longer.

Instead of working within the limitations of a raster image, we chose to use the ZIP code as our fundamental element. Populations are stored by ZIP code rather than by pixel. Splitlines start and end on ZIP code population centroids, and the determination of the population of each district is calculated by summing the populations of the ZIP codes whose centroids fall within that region. The outer boundaries of the ZIP code zones comprise the border of each district.

3.1 Data Set

ZIP codes have a number of virtues as fundamental elements for the software. They are generally sized to contain roughly even populations, so areas of high population density are broken down into smaller ZIP codes. However, ZIP code regions are determined arbitrarily by the post office and tend to follow postal routes rather than being shaped according to any metric of geographical cohesiveness.

The US Census has found it useful to map out the regions containing all addresses in each ZIP code, called Zip Code Tabulation Areas (ZCTAs). Map overlays in standard formats are available online from the US Census’s website for all fifty states.\footnote{\url{http://www.census.gov/geo/www/cob/z52000.html}} Our implementation extracts data from the ArcView Shapefile format.

Grubesic and Matisziw’s use of census ZCTA maps for epidemiological studies (2006) helpfully clarified that ZCTAs in which three numbers are followed by an HH represent water surface, and those with an XX represent unpopulated land. For example, any water feature mostly within the 303 ZIP3 ZCTA would be labeled 303HH.

\begin{algorithm}[H]
\SetAlgoLined
\textbf{Algorithm 2 ZCTASplit} \\
Let $\epsilon$ be an arbitrary population deviation tolerance. \\
Let $k$ be the number of districts. \\
Let $t$ be the population. \\
Let $R$ be the set of ZIP codes in the region. \\
\If{$k = 1$}{ \\
\textbf{return} $R$ \\
}\Else{ \\
\For{Each edge $e$ of a ZIP in $R$}{ \\
\text{If $e$ adjoins only one ZIP, it is in the set of possible boundary edges $B$.}} \\
\textbf{end for} \\
Find the northwesternmost edge $p$ in $B$. \{p must be on the outer boundary.\} \\
$Z \leftarrow \emptyset$ \\
Let $c$ be the edge following $p$ on the ZIP $z$ that $p$ adjoins. \\
\While{$c \neq p$}{ \\
$Z \leftarrow Z \cup \{z\}$ \\
\For{$c \in B$}{ \\
$c_n \leftarrow$ the edge following $c$ on $z$. \\
$c \leftarrow c_n$ \\
}\textbf{end while} \\
$z \leftarrow$ the ZIP that $c$ adjoins that is not $z$. \\
$c_n \leftarrow$ the edge on $z$ in $B$ that shares a vertex with $c$. \\
$c \leftarrow c_n$ \\
}\textbf{end while} \\
g \leftarrow \lfloor k/2 \rfloor \cdot t \{g$ is the goal population.$\}$ \\
l \leftarrow \infty \\
\For{All $z_1 \in Z$}{ \\
\For{All $z_2 \in Z$}{ \\
Draw a splitline connecting the centroids of $z_1$ and $z_2$. \\
a \leftarrow$ the population above the line. \\
d \leftarrow$ the distance between the centroids. \\
\If{$(1 - \epsilon)g \leq a \leq (1 + \epsilon)g$ and $d < l$}{ \\
l \leftarrow d. \\
s_b \leftarrow (z_1, z_2) \\
}\textbf{end if} \\
}\textbf{end for} \\
}\textbf{end for} \\
\If{$s_b$ is not defined}{ \\
\textbf{error} no acceptable splitline found \\
}\textbf{else}{ \\
$U \leftarrow$ ZCTASplit($\epsilon$, $k = \lfloor k/2 \rfloor$, $t = g$, $R =$ ZIP codes above the splitline) \\
$O \leftarrow$ ZCTASplit($\epsilon$, $k = \lfloor k/2 \rfloor$, $t = t - g$, $R =$ ZIP codes below the splitline) \\
\textbf{end if} \\
\textbf{return} $U \cup O$
\end{algorithm}
Since the ZCTA maps simply delineate each ZCTA by one or more labeled polygons, no neighborhood information can be directly determined from the ZCTA shapefile. This complicates finding the boundary of a region to split, an issue that is dealt with in Section 3.2.

We have been testing our implementation with publicly available voter rolls from the state of Georgia. These voter rolls contain ZIP code, latitude, longitude, and party registration. All voter entries for a single ZIP code are placed within that ZIP code, and the centroid of the population of that ZIP code is found. This population centroid is used to determine the side of a splitline on which each ZIP code falls.

3.2 Strategy

Algorithm 2 can be divided into two phases. First, ZIP codes on the boundary of the region are identified. A ZIP is a candidate to be on the boundary if it has at least one edge that no other ZIP code in the region shares. Since the census ZCTA polygons may not perfectly tessellate the state, a walk is performed to identify the actual edge. This walk begins at the northwesternmost edge in the entire set of candidate boundary edges, which bounds some boundary ZIP $z_0$. The edges of $z_0$ are traversed in the cyclical order extracted from the shapefile until an edge $e$ that also bounds some other ZIP $z_1$ is reached. The walk then moves onto $z_1$. One edge adjacent to $e$ bounding $z_1$ is in the set of candidate boundary edges. The walk returns to the boundary by proceeding in the direction of that edge. When the walk revisits the first edge, all visited ZIPS $z_n$ are returned.

Then, for every pair of boundary ZIPS ($z_a$, $z_b$), a splitline is drawn between the population centroids. Each ZIP population centroid in the region is classified as above or below the splitline, and the populations in each half are summed. If the ratio of population above the splitline to below the splitline is within some arbitrary tolerance of the equipopulous ratio, the splitline is a legal candidate. The shortest legal candidate splitline is accepted, and the algorithm recurses on the two ZIP sets returned.

3.3 Degeneracies

3.3.1 Rivers and Lakes

HH regions representing rivers can wander from the border across large swaths of a state, making it difficult to identify ZIP codes on the boundary. Simply removing the water from the dataset directly places a large number of interior ZIP codes on the apparent boundary, which is no improvement. When a split is made with water preserved, allocating water that crosses the boundary to one side or the other produces similar problems upon recursion.

The solution is to allocate the entire body of water to both regions. The boundary walk then proceeds along the edge of the water until it eventually returns to the proper boundary on the other side. The resulting boundary will thus include protrusions that are not actually part of the intended district. While potentially bizarre in appearance, these protrusions are not disruptive to the algorithm because they contain no population. Since regions will eventually contain water that is entirely disconnected from their actual land area, the boundary edge traversal must begin on the northwesternmost edge in $B$ that adjoins a populated ZIP in the region.

3.3.2 Eccentric Splitlines

Consider the line containing the segment that connects the centroids of two boundary ZIP codes $z_1$ and $z_2$. If this line crosses the region boundary at any other ZIP code, the subsets of ZIPS produced by splitting on the line may be misidentified. We call such lines eccentric splitlines.

As a simple example, consider $z_1$ and $z_2$ on the boundary of a circular region, with populations distributed such that the line connecting the centroids is perpendicular to the local boundary. A splitline from $z_1$ to $z_2$ appears to divide the region in half, when it actually should separate $z_1$ and $z_2$ from all other ZIPS.

To work around this degeneracy, we simply reject any eccentric splitline. The check for eccentricity is fast. Recall that the boundary walk produces the boundary ZIP codes in order. After classifying all ZIP codes as above or below the line, we start at an arbitrary ZIP code on the boundary and look up its classification. We then consider each subsequent boundary ZIP in order. If the classifications of ad-
Adjacent ZIPs differ, but neither is a boundary ZIP; the splitline is eccentric.

### 3.3.3 Discontiguity

ZIP code boundaries are stored in the shapefile as ordered lists of edges. Since the boundary-walk algorithm must be able to wrap around the edge list from the last edge to the first, each ZIP code cannot store more than one polygon. However, the dataset may include more than one polygon with the same ZIP code label. Examples of situations where this may occur include groups of islands with the same ZIP code, and ZIP codes that have a river cutting through the middle.

The solution to this problem is to symbolically perturb the dataset by re-labeling multiple polygons that have the same ZIP code. Data is read in a linear fashion, so the first polygon with the ZIP code 30304 will keep that label, but subsequent polygons will be re-labelled 30304I, 30304II, etc. Population data is only inserted into the polygon that happens to have been inserted first, and therefore happens to be labeled 30304. Since the population centroid is used to determine splitline information, this has no negative effect on the accuracy of the resulting splitline.

### 3.3.4 High-Degree Vertices

There are two other degeneracies that result from peculiarities of the ZCTA dataset. These must be dealt with on a case-by-case basis.

The first situation that may arise is a polygon making contact with the boundary at a single vertex. This is a special case of a situation called a high-degree vertex. The implementation is designed to deal with vertices that are incident to at most three edges: we walk the boundary of the current polygon until we run into another polygon on the boundary, then we jump to that polygon and keep walking. If the abutting polygon only touches the boundary at a single point, however, then the boundary continues on some other polygon that also touches that vertex. Since the algorithm does not know how to get to that next polygon, it must search through all edges in the candidate boundary edge list to find the one that continues from this vertex. It is important to look for an incident edge that has not yet been traversed.

Another degeneracy occurs when a polygon has only one edge on the boundary. The implementation determines the direction to walk along each polygon by looking one edge ahead and one edge behind. If the first boundary edge is also the last boundary edge, then the implementation cannot determine this direction. It must then examine the vertices; the direction selected is that which carries the walk away from the last vertex seen.

### 3.4 Asymptotic Analysis

Say the dataset has \( N \) ZCTAs and \( E \) edges, and we wish to form \( k \) districts. Let us first consider the topmost level of recursion. The algorithm first examines each edge to determine whether it appears in more than one polygon in order to build a list of candidate boundary edges. This takes \( O(E) \) time. Next, we traverse the polygons that are incident to the boundary edges to cull for internal water features and polygon edge misalignments. Our algorithm only walks those polygons that sit on the boundary of the region. For the next step, we make two assumptions. First, we assume that approximately \( \sqrt{N} \) ZCTAs lie on the boundary, and thus \( \sqrt{N} \) polygons. Second, we assume that all polygons in the dataset contain an approximately constant number of edges. walking the boundary is then an \( O \left( E + \sqrt{N} \right) \) operation at each level.

The final portion of the algorithm examines all candidate splitlines, that is, the set of lines connecting any pair of boundary ZIP code population centroids. Assuming there are \( \sqrt{N} \) centroids, there will be \( O \left( \sqrt{N}^2 \right) = O(N) \) splitlines. For each splitline, we must calculate the population above and below that splitline, taking \( O(N) \) time. Thus the runtime for this portion of the algorithm takes \( O \left( N^2 \right) \) time.

Each level of recursion must execute both of the above operations. There are \( log(k) \) levels of recursion, so the expected runtime for the overall algorithm is \( O \left( (N^2 + E)logk \right) \). The worst-case runtime occurs when all ZCTAs lie on the boundary of the region to be split, resulting in a runtime of \( O \left( (N^3 + E)logk \right) \).

### 4 Results

We have tested our software on the state of Georgia. Since our implementation is proof-of-concept, we let the registered voters of Georgia approximate the population. Our software produces lists of ZIP
codes by district, and generates KML output for visualization with Google Earth.

Georgia has 13 congressional districts. Our software successfully computes a shortest splitline districting for population variation tolerances of 3% and higher. Since there are only about 1000 ZIP codes in Georgia, the regions at low levels of recursion can have very few non-eccentric splitline candidates, resulting in failure to find an acceptable splitline at tighter tolerances. If better population equity is required, smaller tabulation regions should be used.

Figure 1 shows the results with a 3% tolerance, and Figure 2 shows the results with a 5% tolerance. As expected, the splitlines are noticeably longer in Figure 1, particularly in the north of the state.

Figure 1: 13 districts attempted, 3% tolerance.

Of the approximately 3.5 million registered voters in the Georgia data, only 102,227 have a declared party affiliation. 63% of those with a declared affiliation are Democrats; consequently, Democrats appear to carry 10 of the 13 districts at 5% population tolerance. Since so few voters have formal affiliation, this result has no value as a prediction of actual outcomes.

5 Conclusion

The software we have developed successfully districts Georgia. Since there are relatively few ZIP codes per state, it runs quickly in practice: Georgia, with about 1200 ZIPS, is districted in 210 seconds on a modern workstation. Qualitatively, the results are reasonable. The Atlanta area is partitioned into small, compact districts, with larger but still simple polygons outstate.

The districts produced by using ZCTAs as the fundamental zone are certainly preferable to gerrymandering, but have some quality issues. As seen in Georgia, high equipopulation precision is not attainable with such large quanta. Moreover, the degeneracy handling required to cope with idiosyncrasies of the ZCTA data set can distort results. In particular, the eccentric splitline handling will reject most lines that closely parallel a region boundary, even if that line would be a desirable solution. Finally, ZIP boundaries themselves are arbitrary, irregular, and potentially open to political manipulation.

The natural solution is to replace ZCTAs with some other, finer tessellation of convex polygons. In the extreme, this tessellation could be the Voronoi diagram on the set of all voters. However, the expected quadratic and possible cubic running times will penalize performance severely for higher-frequency sampling. It may be possible to remove a factor of $N$ from the runtime by building a quadtree index of voters, with each node storing the entire population descended from it.
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Abstract

We plan to examine a well known visibility problem termed the art gallery problem. The general idea behind the problem is that a museum wants to minimize the number of cameras present in an art gallery while still recording everything that happens in the room. We take the problem a step further and investigate the optimal arrangement of cameras so that every spot in the room is covered by not just one, but two cameras. This will allow constant surveillance even if any one camera were to fail. We do this by using a bottom-up approach where we use a three coloring algorithm to find the optimal placement for single coverage and a basic double coverage of a polygon representing a floorplan. We then use an optimization algorithm with a line of sight algorithm to check each camera of the double coverage and remove any unnecessary cameras, leaving the optimal double coverage of the polygon.

1 Introduction

The problem is named after art galleries because the art needs to be under surveillance at all times and they tend to be shaped in irregular ways which can make this security difficult. The problem was first proposed by Viktor Klee in 1973 (Klee, 1979). It has since been proven that a maximum of \( \left\lfloor \frac{n}{3} \right\rfloor \) cameras will be needed, \( n \) being number of vertices in the polygon that is the room, to cover the entire room. This is known as the Art Gallery Theorem and was stated by Vaclav Chvatal (Chvatal, 1973).

For us to tackle this problem we designed a program that takes a set of points that make up the polygon that will be guarded, and then returns an image of the floorplan with the cameras placed upon it. By using a three coloring algorithm on each of the points in the triangulation determine the ideal single camera placement and the basic double coverage placement of cameras, which can then be optimized.

2 Triangulation

In order to perform the 3-coloring on the points of the polygon, it is first necessary to break the polygon down into its constituent triangles, so that we can accurately determine whether the 3-coloring is accurate. We do this by finding any split points within the polygon so that it can be separated into monotone polygons. These monotone polygons are then individually triangulated, then put back together to create an ideal triangulation of \( n - 2 \) triangles for \( n \) points.

2.1 Finding Split Points

The first step in our triangulation algorithm was to locate any split points in the polygon that we can use to break the polygon down into smaller, monotone polygons to triangulate. The split point is a point that is determined to be interior to its neighboring points on the \( y \)-axis, in other words, when the point causes the polygon to be convex on the top or bottom. This is done by going through each point and shooting a rays up and down the point’s \( x \)-axis (Seidel, 1991). We then use helper functions to determine whether or not the rays intersect any other segments of the polygon. If both rays hit a segment of the polygon, they are then tested on the basis of how many times they intersect the polygon to determine whether they are interior to the polygon. If the point and its rays
meet these criteria they are then flagged as a split point and the polygon is then split into three polygons, one to the upper right of the point, one to the upper left, and one beneath the point, with the bases of the upper two polygons and the top of the lower polygon formed by the rays along the x-axis of the point. This continues until the original polygon has been completely broken down into monotone polygons (de Berg et al., 2000).

2.2 Monotone Triangulation

Since monotone polygons have no interior points on the y-axis, they get rid of several possible degeneracies when being triangulate as opposed to trying to triangulate the entire polygon at once. Once the monotone polygons have obtained, each point within them is checked as the start point for the triangulation using a method similar to the one used for finding split points, but this time we check to see if they are interior to their neighboring points in regard to the x-axis. If such a point is found, then it is chosen as a start point, otherwise the split point is chosen. The triangulation algorithm then walks around the polygon’s points using a list of connections stored in each point to determine the points it is connected to, and if there is no connection to the start point, then one is added and a line is formed. The shared point between the two previous points is added and then the three are saved as a triangle, and this continues until the entire polygon has been traversed. After each monotone triangle has been triangulated, they are all put back together in the polygon, and the horizontal rays from the split points are removed, creating an optimally triangulated polygon (de Berg et al., 2000).

2.3 Handling Degeneracies

It is worth noting that the algorithm that we have come up with in this is capable of handling just about any degeneracy that we encountered. If the polygon is concave, our algorithm can deal with the problems of possible outside segments as well as any problems that may arise from having a vertex in the middle of the polygon. The outside segment problem is done by our surprisingly simple intersection test which takes the modulus of the number of intersections that the ray encounters with both edges and vertices. If the number of intersections is even then the resulting modulus is zero, and the ray is considered outside and discarded, as was previously explained in section 2.1.

3 Optimizing Camera Placement

3.1 3-coloring and Camera Placement

With the triangulation in place it is now possible to perform an easy 3-coloring of the polygon, so that cameras can be placed. Using the triangulation within the polygon, we can now proceed to use
three coloring to determine where to place the cameras. Using the list of triangles that was created during the monotone triangulation, our algorithm takes the first triangle from the list and colors each point a different color. The algorithm then looks for triangles that share sides with the previously colored triangle and color the remaining point is then colored based on what coloring of the other two points are. This continues until all of the triangles in the list have been colored, with the number of the points with each coloring stored as an integer. The integers are then compared with one another, cameras being placed at the color with the lowest integer value, creating optimal single coverage for the polygon (Urrutia, 1991). But in order to achieve double coverage another set of cameras have to be placed at the next smallest coloring to provide a basic double coverage which can be optimized.

3.2 Visibility Graph

Now that the cameras have been placed it is time to determine what points they see and how many cameras see each point, assuming that if a camera could see a point then it generally sees the area surrounding the point, barring degenerate cases which are taken care of when the cameras are optimized later on. Using a line of sight function, we created a visibility graph by traversing every point from each camera, drawing a line between the two points, making sure that the line did not intersect a segment of the polygon and remained inside of it. By doing this we then built up a list of each point seen by each camera, with the number of cameras seeing each point, allowing our heuristic to optimize the camera placement (O’Rourke, 1987).

3.3 Camera Optimization

Now we have our optimized camera placement by going through each camera and seeing if it can be removed from the polygon, updating the each point it sees and decrements the number of cameras that can see them accordingly. If one any point’s count of cameras that can view it drops below 2, then the camera has to be replaced, otherwise, it remains taken off and the next camera is then checked. After the optimization algorithm is complete, the cameras left are the optimal.
4 Results and Conclusion

After testing our algorithm on progressively more complex polygons, our algorithm easily does better than $\lceil 2n/3 \rceil$ camera placement for double coverage of cameras outside of the worst case, while the entire program runs in $n^2$ time, due to the fact that the points are looked at multiple times especially during the optimization step. It also proves fairly adept at making a strong placement for coverage greater than double, although it needs to be more thoroughly tested to make any conclusions in that regard.
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Abstract

Implementing point cloud to grid conversion for digital elevation maps (DEM) presents one with many options for interpolation and we intend to explore algorithms for interpolation during the conversion process with a specific focus on Voronoi natural neighbor interpolation. By partitioning the environment into Voronoi cells and using the information from neighboring cells and their respective generating point’s elevation, we can achieve aesthetically pleasing interpolation results with runtimes competitive with lower-order interpolation algorithms. We compare our natural neighbors interpolation method with a linear interpolation method and a regularized spline interpolation method quantitatively using cross-validation and qualitatively by rendering the interpolated meshes using GRASS.¹

1 Introduction

When dealing with discrete sets of elevation data such as elevation information collected using methods such as laser range finding or LIDAR, it is often desirable to be able to estimate or predict the values of unsampled locations using the available information. One application where interpolation can be useful is visualization of elevation data. Point elevation data obtained through LIDAR or other remote sensing methods is not always uniformly sampled. One way to visualize the data set would be to simply triangulate the point set into a triangular mesh and render that mesh, but the resulting image would not model the underlying data well. By using different interpolation methods on the original elevation data, more accurate rendering can be performed and depending on the method of interpolation, the resulting visualization can change dramatically.

There are many interpolation methods available to estimate these unsampled values, and the different methods usually offer tradeoffs between the accuracy of the prediction and the efficiency of the computation. One of the simplest interpolation methods would be to assign each unsampled location a value based upon which location within the set of known values it lies closest to. Although this simple method is computationally efficient, the resulting function is not continuous everywhere, specifically along the edges where locations are equidistant from the samples. In most cases these discretized estimations will not be as accurate as the results from other more computationally expensive interpolations. The discontinuities in the resulting function also do not model the sampled data in an aesthetically pleasing manner. Methods such as interpolation by regularized spline with tension result in functions which have regular derivatives of all orders everywhere allowing for analysis of surface geometry as well as improved accuracy in estimation (?).

Natural neighbors interpolation provides a good tradeoff between computational efficiency and accuracy. In this method the value of an unsampled point is determined through a weighted average of the values of the interpolation points neighbors within the sample set. These natural neighbors are determined by finding which Voronoi regions from the original point set would intersect the Voronoi region of the interpolation point, if it were to be inserted. The resulting function is continuous everywhere within the convex hull of the sample set and mimics a taut rub-

¹http://grass.itc.it/
ber sheet being stretched over the data. Our hope is that Natural Neighbors Interpolation will provide a computationally efficient method with which to accurately visualize elevation data.

2 Related Work

There are an overwhelming number of options when choosing which method to use for interpolation when converting from a point cloud to a grid for a DEM. (?) details many low-level routines for interpolation including: the level plane; linear plane; double linear; bilinear; biquadratic; Jancaitis biquadratic polynomial; piecewise cubic; bicubic; and biquintic interpolation method. (?) draws the conclusion that higher-order interpolation methods will always outperform those with linear complexity in terms of modeling the terrain accurately. The problem with choosing higher-order interpolation routines is that the computational backlash is not necessarily proportional to the gain in accuracy; this begs the question: How do we balance modeling accuracy and computational efficiency?

Other interpolation methods such as the regularized spline with tension described in (?) attempt to balance computational efficiency and modeling accuracy. The regularized spline with tension deliberately attempts to smooth the surface being interpolated and tweaks the mesh appropriately. Though a little less straightforward than other lower-level methods of interpolation, this method is a good benchmark for performance and modeling accuracy; as such, we will use it as a comparison for our Voronoi natural neighbors method in this paper. We expect Voronoi natural neighbors interpolation to represent a desirable balance between computational complexity and aesthetics.

3 Methods

3.1 Computing the Delaunay triangulation

The Delaunay triangulation for a set of points \( P \) is a triangulation \( DT(P) \) such that no point in \( P \) is within the circumcircle of any triangle within the triangulation. This is also the triangulation which maximizes the minimum angle within the triangulation. \( DT(P) \) is computed using a randomized incremental approach as outlined in (?). Each point in \( P \) is inserted incrementally and the Delaunay triangulation for that set of points is computed. Initially the triangulation consists of a single triangle which is defined to contain all of the points within \( P \). As each point is inserted, the appropriate edges are added to the current Delaunay triangulation so that it remains a triangulation although it is not necessarily still a Delaunay triangulation. In order to ensure that no point within the current triangulation lies within the circumcircle of any triangle, illegal edges must be flipped. An illegal edge is one where the circumcircle defined by the three vertices of one adjacent triangle contains the outlying point from the other adjacent triangle. Special care must be taken when legalizing edges where one or more of the vertices involved belong to the initial bounding triangle. Only edges whose adjacent triangles have been changed due to the insertion of the new point can be illegal since the triangulation was legal beforehand. As a result when an edge is illegal and must be flipped, the other edges incident to the involved triangles must also be legalized. Since the angle measure of the triangulation increases with each edge flip and there is a maximum angle measure for the given set of points, the edge legalization is guaranteed to terminate. Once all of the points have been inserted into the triangulation, the vertices of the initial bounding triangle and all of the edges incident to these three vertices must be removed from the triangulation.

3.2 Transforming to the Voronoi Diagram

The Voronoi Diagram of a set of points \( P \) \( \text{Vor}(P) \) can be computed easily given its dual \( DT(P) \). Each triangle within \( DT(P) \) corresponds to a vertex in \( \text{Vor}(P) \). Each edge in \( DT(P) \) corresponds to an edge in \( \text{Vor}(P) \). For a triangle in \( DT(P) \), the location of the vertex in \( \text{Vor}(P) \) can be calculated by determining the center of the circle circumscribed by the three vertices of the triangle. This point can be found by determining the intersection of the perpendicular bisectors of each edge in the triangle. Each edge in \( DT(P) \) is adjacent to two triangles and corresponds to an edge in \( \text{Vor}(P) \) connecting the two vertices which are the duals of these adjacent triangles. Using this dual transformation it is a simple procedure to compute \( \text{Vor}(P) \) given \( DT(P) \).
3.3 Computing the Natural Neighbors Interpolant

When computing the natural neighbors interpolant, it is important to intuit the relative ‘neighborliness,’ as (?) calls it, of adjacent Voronoi cells. These neighbors are the points within the original point set whose Voronoi cells intersect the Voronoi cell of the interpolated point, if it were to be added to the point set. The interpolated value is computed as a weighted average of the area stolen from each neighbor by the insertion of this point.

To compute this weighted average, we first compute the Delaunay triangulation of the original set of points P. Given DT(P) we need to calculate the Voronoi cell of the point v, whose value we want to estimate, if it were to be added to P. Since the insertion of v will only alter DT(P) and consequently Vor(P) locally, we do not need to recompute the entire Delaunay triangulation. We only need to compute a Delaunay triangulation for the points which would be neighbors of v. In order to determine this local point set we can use the existing triangulation DT(P)and corresponding Voronoi diagram. The area stolen from each neighbor of v can be computed by finding the difference between the area of Voronoi cell in Vor(P) and the area within the local Voronoi diagram. The interpolated value for v is then calculated as:

\[ \sum_{\text{neighbors of } v} \frac{\text{area stolen}}{\text{area of the Voronoi cell of } v} \times \alpha \]

where alpha is the value, possibly an elevation value, for the specific neighbor.

To compute DT(P) and transform to Vor(P) as described earlier takes O(n log n) time where n is the size of P. Vor(P) must be calculated once for the original point set. The local Voronoi diagram must be calculated for each interpolated point. Since the size of this local subset of P does not depend on n but rather the distribution of points in P and the number of neighbors that the inserted point would have, we can assume that for large point sets, this local set of points will be much smaller than n and will not depend on n. This means calculating the local Voronoi diagram will take a relatively constant amount of time independent of the size of P. In order to determine which points belong in this local point set we determine which triangle in DT(P) the point lies within. We can follow the outgoing edges from the vertices of this triangle to determine the appropriate neighbors to include. This process again depends on the the size of the local point set which does not depend on n. To calculate the weighted average we must locate Voronoi cells a constant number of times. We can use the DAG search structure for DT(P) to locate points and follow the dual pointers into Vor(P). Locating a Voronoi cell will take O(log n) time. For each point we need to interpolate we need to perform a constant number of log n searches plus a relatively constant amount of work to compute the local Voronoi diagram, so to interpolate k points for a point set of size n would take O((n+k)log n) time.

4 Results

A set of 50 points within a 400 by 400 region were chosen. Elevation data for these points was then obtained by sampling an elevation image which can be seen in Figure 2 (far left). Three different interpolation methods were performed on a small subregion of the image using the 50 sampled points. The first method used was our natural neighbor interpolation algorithm. The results of our interpolation were then compared to two of GRASS’ built in interpolation routines, regularized spline with tension and inverse distance weighting. The differences between the resulting interpolated images and the original image.
Figure 2: This figure shows the original image, the image generated using our natural neighbors interpolation routine, GRASS’ regularized spline with tension and GRASS’ inverse distance weighting from left to right, respectively.

Figure 3: This figure shows the difference images generated by subtracting the interpolated images from the original image. The difference images were then thresholded to only display values above a certain value. Their arrangement is identical to the table below.

Table 1: This table displays the percent of the interpolated image that differs from the original image by a defined threshold.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>NNI</th>
<th>RST</th>
<th>IDW</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>5.1%</td>
<td>13.5%</td>
<td>38.9%</td>
</tr>
<tr>
<td>2</td>
<td>28.4%</td>
<td>44.4%</td>
<td>57.1%</td>
</tr>
</tbody>
</table>
were calculated within the appropriate region. The results were thresholded at varying levels and percentages for estimated values lying outside of the threshold were calculated in table 1.

For the given data set and sampled points, our natural neighbor interpolation routine outperformed the built-in regularized spline with tension and inverse distance weighting interpolation routines. At a threshold of 10 units, only 5.1% of the pixels were incorrectly estimated by our interpolation routine compared with 13.5% and 38.9% incorrectly respectively for the regularized spline with tension and inverse distance weighting routines. At a lower threshold of 2 units, our routine still dramatically outperformed the other two methods.

5 Discussion

All three methods of interpolation seemed to have trouble estimating values in relatively similar areas. This could result from the sample points being more sparse in these areas or the frequency of the data in the original image being higher. Looking at the difference images generated for each of the interpolation routines reveals that these trouble zones for interpolation are common across each method.

Due to a lack of robustness in our interpolation routine, values at certain locations could not be estimated which can be seen with the speckling in the difference image. This leads to a greater percent incorrect which leads us to believe that our method would perform even better given a more robust implementation. The relative aesthetic advantage of natural neighbors interpolation over the regularized spline with tension method and the inverse distance weighting method is readily apparent. It seems that the natural neighbors method is much more capable of dealing with a sparse set of points to interpolate. This advantage could be because the tessellation underlying the interpolation routine extends beyond the boundary of the eventual image, allowing for better interpolation around the boundary of the image relative to the other methods.

We chose not to include runtime comparisons because our method took far longer to finish compared to the others. Each time we ran the natural neighbors routine, it required approximately an entire night to complete. When GRASS interpolated using its built-in routines, they both finished in about one second - negligible compared to our runtime. The extreme expedience of GRASS’ routine is likely due to the sparse number of points that were interpolated over.

6 Future Work

There are several improvements to our interpolation method that would greatly enhance the usefulness of our implementation. The first necessary improvement centers around the degeneracies hinder the proper triangulation of the environment. Having a more robust Delaunay triangulation would remove the uninterpolated holes in the final image. This could possibly be worked around easily by averaging over the gaps in interpolation once the Delaunay triangulation failed. Improving our point insertion method during the interpolation step would help cut down on some of the computational costs as well.

Creating a more extensive set of comparisons by varying the number of points interpolated over, varying the image frequency and complexity and including other interpolation methods would provide a more accurate gauge of our interpolation method’s relative performance. A more comprehensive runtime comparison between methods would hopefully help determine the practical usage of our interpolation method too.
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1 Introduction

It is useful to be able to determine water flow patterns over terrain. The raw data for this task is usually collected via airborne laser range finding, or LIDAR. This yields a point cloud representing the uppermost surface of the terrain. This cloud is interpolated onto a grid where each grid cell represents a square portion of the earth’s surface and it’s value is the average height of that portion. Water flow patterns can then be calculated by looking at the direction of greatest descent from each cell.

There is a problem, however, with local minima: cells from which there is no direction of descent. A common cause of this is bridges. The area over which a bridge passes shows up in the digital elevation as being of a height greater than the surrounding terrain, but for the purposes of water flow it is not there. A water flow simulation model will treat those grid cells as indicating a barrier, then, when there is in fact no impediment to water flow. The goal of this project is to identify bridges to aid in the accurate determination of water flow patterns.

2 Past Attempts and Related Work

A common method for dealing with local minima is flooding. In this all grid cells, excluding those at the edges of the grid, where there is no lower adjacent cell are raised up to the height of their lowest neighbor. Repeating this will eventually rid the map of local minima. Identical results to this naive method can be achieved efficiently with a plane sweep algorithm using topological persistence. (Edelsbrunner et al., 2000) Unfortunately, as Soille et. al. (Soille et al., 2003) recognize, this loses information. Large flat areas, a common result of flooding, retain no information about their original low points and do not provide information actual flow patterns. One can still determine a possible flow pattern through it, but that pattern may be totally different from the true one.

Soille et. al. were working with a very low resolution (250m) grid elevation model to determine the water flow pattern for Europe and the problems they ran into are somewhat different from those encountered with higher resolution data. When they encountered a local minimum, specifically, it was usually because some small stream or channel went undetected with the coarse sampling. Their replacement of flooding, carving paths from local minima to the nearest lower area, makes sense for dealing with the missing channels but can of course get things wrong. As the local minima in higher resolution data are much more likely to be products of human terrain manipulation, generally in the creation of roads, a system that tags and removes bridges ought to come closer to true water flow paths than either flooding or carving.

For last year’s senior conference, Manfredi and Pshenichkin (Manfredi and Pshenichkin, 2006) used a series of classifiers to tag bridges. They had a series of simple criteria that a window had to match to be tagged a bridge. They were able to detect many of the larger bridges but missed some smaller ones, as well as complex structures such as highway interchanges. Their system also had a large number of false positives, detecting vegetation and other small artifacts as bridges. They rightly point out, however, that there is not too much harm in removing them along with bridges as they are also not really there from the perspective of water flow.

One feature that they did not take advantage of is the tendency of bridges to be part of the road network. All of their classification work considered only the window that potentially contained the bridge. There has been some
work on detection of of roads from LIDAR data (Clode et al., 2005), and while the final detected roads may not be completely accurate, for this task we don’t need perfection. Instead we just need a rough idea of how likely a region is to be part of the road network, which can then be input to the bridge detection system.

3 Bridge Detection via Road Detection

For this project I locate bridges in two stages. In the first I determine an approximate map of the road network, a map that should generally be best in areas where the roads are in high relief. These areas correspond well to those where bridges are likely, so it should be a well suited map for the task. Second I identify local minima that are near the computed roads in order to tag road sections as bridges. Input consists of a digital elevation model in the form of a grid of floats indicating height. Output consists of five similar models with floats indicating likelihood of being a bridge, with calibration required for the particular data set.

3.1 Road Detection

Roads are places in the terrain that are flat. Any flat area could be part of a road. Areas that are linearly flat, however, are much more likely to be roads. These would be areas where lines in one direction are flat while in other directions are not. Finally, roads tend not to bend sharply, so if there is a road in a direction we treat grid cells in that direction as being more likely to be a road.

This yields four indicators of bridge-likeness. All are computed on a series of cells representing a potential road. For every cell \( c \) in the grid we calculate 32 potential roads of a configurable length running through that point. We then find which of those series of cells has the lowest average change in steepness and call that the ‘best road’ centered on that cell. We also find the set of cells representing a line perpendicular to the best road and call that the ‘perpendicular’. Each indicator acts on one of these two roads and yields a value attributed to \( c \).

1. Maximum gradient. For the best road, the likelihood of it being actually a road is inversely proportional to the greatest difference between adjacent cells in the road.

2. Average gradient. Like the previous, except the average absolute difference is calculated instead of the maximum one.

3. Maximum gradient of perpendicular. The likelihood of the best road being a road instead of just a cornfield is indicated by the unroadlikeness of the perpendicular. This is calculated as for the maximum gradient.

4. Standard deviation of gradient. Even when not level, roads tend to be flat. That is, while they might sometimes have high gradients the (root mean square) standard deviation should be low.

3.2 Local Minima

A maximally simple algorithm for determination of local minima turns out to be quite effective as the data is not very noisy. For every grid cell, if no neighbor is smaller, then that cell is a local minimum. With worse data we might have a large number of these places and a small amount of flooding might be worth while. After flooding an amount small enough not to overflow bridges we have not lost much flow information and now should generally have local minima just in places where there are bridges.

4 Results

These four indicators were tested on two different examples of roads. Figures 1 and 2 show the LIDAR-derived input grids. Figures 3 and 4 show the maximum gradient indicator. Figures 5 and 6 show the average gradient indicator. Figures 7 and 8 show the maximum gradient of perpendicular indicator. Figures 9 and 10 show the standard deviation of gradient indicator.

All four indicators appear to capture an element of bridge detection. One important aspect of these indicators is that they most strongly label cells as indicating bridges when those cells are in places where they would be incorrectly
Figure 1: The input digital elevation model for the Bridge test

Figure 2: The input digital elevation model for the Interchange test

Figure 3: The maximum gradient indicator on the Bridge

Figure 4: The maximum gradient indicator on the Interchange

Figure 5: The average gradient indicator on the Bridge

Figure 6: The average gradient indicator on the Interchange
impeding water flow. Actual use of these indicators on real data would require calibrating them. This would require hand tagging a small number of bridge examples and computationally determining the combination of these indicators that best fits that data.

5 Conclusions

In this paper we have shown that several relatively simple functions analyzing a digital elevation model can produce good indicators for classification of cells as to their probability of being a road. Further work would include a large scale test with calibration on a large digital elevation model. Implementation of a second pass that combined these local bridge likelihood estimates into a road network could also improve accuracy.
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Abstract

The geometrical concept of the Voronoi diagram was used to create an image filter providing a “stained glass” or mosaic effect on an image. The Voronoi diagram was calculated by exploiting its dual relationship with the Delaunay triangulation, which was in turn calculated using a randomized incremental algorithm and stored in a DCEL. Various methods were tried for selecting the points, including sampling from a distribution built using edge detection. Sampling using edge detection distributions was shown to provide results significantly better than uniform random sampling.

1 Introduction

Voronoi diagrams, when calculated on some set of $N$ points in the 2d plane, segment the space into regions surrounding every point. The polygonal regions are such that, within a region surrounding some point $p_0$, the point $p_0$ is closer to any point $p$ in that region than any other of the $N$ points included in the Voronoi diagram. The mapping between points in the plane and surrounding regions is one to one.

This information has many uses, but one of the most obvious is processing an image for an artistic effect. The representation created by shading a Voronoi diagram on $N$ points in the image plane with colors from each sample point creates a “stained glass” or mosaic version of the image. One of the key problems here is effective selection of the point set $P$ for the Voronoi diagram.

2 Theory

2.1 Voronoi Diagrams

First, it is appropriate to examine the algorithms involved in the efficient calculation of a Voronoi diagram on a set of $N$ points. The goal is a polygonal map of the plane consisting of a set of polygons surrounding the $N$ points. The polygon surrounding a point $p$ covers the area for which $p$ is the closest of the $N$ points.

Given two points $p$ and $p'$, we can create a Voronoi diagram by drawing a line perpendicular to the line $pp'$, intersecting $pp'$ at its midpoint. A Voronoi diagram with more points includes many such lines, meaning that each polygon has straight edges consisting of line segments which are sections of such perpendiculars.

Voronoi diagrams can be calculated directly, using for example the beach line algorithm from the work (Fortune, 1986). It is often simpler, however, to take advantage of the close relationship that exists between the structure of the Voronoi diagram, and that of the Delaunay triangulation. (Guibas et al., 1990)

2.2 Delaunay Triangulation

A triangulation of some point set $P$ is a planar subdivision such that every polygon is a triangle (except for the unbounded face), and the vertices are points in $P$. A triangulation exists for every point set $P$, as any bounded face can be split up into triangles, and the unbounded face is simply the complement of the convex hull for $P$. There are, of course, many different triangulations on any one set of points $P$. Given two triangles bordered by a common edge, it is always possible to “flip” this edge such that it connects the remaining two points, assuming the quadrilateral in question is convex. (Berg, 2000)

In a triangulation, it is undesirable to have small (sharp) angles. There is one triangula-
tion, called the Delaunay triangulation, which maximizes the minimum angle and therefore is the “best” triangulation. One simple way to find this triangulation is to take an arbitrary triangulation and flip all illegal edges. Here, an illegal edge is defined as an edge for which flipping will improve the triangulation: the ordered set of angles after flipping will be lexicographically greater than the set before flipping. (Berg, 2000) Of course, an edge can only be flipped in the case of a convex quadrilateral. An example of such an edge flip is shown on fig. 1.

It is not necessary to calculate all the angles to determine the legality of an edge. Consider two triangles \(abc\) and \(dbc\) that share an edge \(cb\). Let \(C\) be the circle defined by \(abc\). The edge \(ij\) is illegal if an only if the point \(d\) lines inside \(C\). A proof can be found in (Berg, 2000).

A face in the Delaunay triangulation corresponds to a vertex of the Voronoi diagram, such that the location of the Voronoi vertex is the center of circumcircle for the (triangular) Delaunay face. A vertex in the Delaunay triangulation corresponds to a face in the Voronoi diagram. This Voronoi face surrounds the Delaunay vertex and represents the Voronoi cell for this vertex. An edge in the Delaunay triangulation corresponds to a perpendicular edge in the Voronoi diagram. Two Voronoi vertices are connected if an only if the corresponding Delaunay faces are adjacent. Figure 2 shows a Delaunay triangulation and the corresponding Voronoi diagram.

2.4 Point Sampling
One of the primary difficulties in using Voronoi diagrams to create stained glass effects is the selection of the point set \(P\) on which to build the diagram. Badly chosen points create a result that captures none of the features in the original image. In this project, the implementation of fully automated, intelligent point selection was a key goal. Point selection can be done, or adjusted, manually, however the need for such intervention limits to applicability of the processing, and so was not studied here.

2.4.1 Naive Approaches
The simplest method for point selection uses a random sample of \(N\) points, distributed uniformly within the boundaries of the image. Such a method is of course very simple to implement, and also has an advantage that follows from its uniformity. Because the distribution is uniform, the sizes of all the Voronoi cells will be relatively small, and thus a badly-colored Voronoi cell can have only a limited size. The obvious issue with such a method is that it fails to account for the global features of an image. Random point selection, in practice, results in significantly distorted representations, especially in high-detail regions of the image, even at large \(N\).

A grid-based point selection approach is another simple alternative. It has the advantage of highly uniform cell size, similar to that seen in a real mosaic. Like uniform random sampling, it
suffers from a failure to account for the image’s important features. Good representations can only be obtained with fairly large $N$ values.

### 2.4.2 Distribution Sampling

The earlier discussion of uniform sampling can be generalized to an arbitrary probability distribution on the 2d plane of the image. The question, then, is what distribution $P_s(x, y)$ on the image pixels would, when sampled from for a total of $N$ points, produce the best representation of the image. One quantitative criterion for $P_s(x, y)$ is the error between the colored, $N$-point Voronoi representation with sampling from $P_s(x, y)$ and the real image. Such a value, however, does not necessarily reflect an aesthetic judgment of the colored Voronoi mosaic.

Edge detection appears as an efficient way to obtain a good $P_s(x, y)$. Good mosaics are created when Voronoi cell edges fall on edges of the image. In order for this to happen, Voronoi points must be located at equal distances from an edge line. It is undesirable for sampled points to fall on image edges themselves, as then the Voronoi cell surrounding that point is likely to be badly colored, in a way that is not expressive of key image features. The goal then, is to receive a distribution that has symmetric and significant values around edges (leading to points likely sampled there), and low values directly on edges. Here, symmetric means that values are equal at equal distances along a perpendicular to the edge.

Such a distribution can be achieved using basic edge detection and blur filters. Specifically, it is effective to use a distribution of the form $P_s(x, y) = P_{\text{blur}}(x, y) - P_{\text{sharp}}(x, y)$. Here, $P_{\text{sharp}}(x, y)$ comes from an sharp, or only very slightly blurred, black and white edge detection image. $P_{\text{blur}}(x, y)$ comes from an image processed with the same edge detection filter, followed by a significant (on the order of 5 pixels) gaussian blur. The subtracted distribution has low (dark) values immediately on the edges, and higher (lighter) values farther out from the edges. Due to the Gaussian blur, the lighter values decrease in intensity with distance from the edge. Example distributions are presented on
fig. 3. Note that the distribution along both sides of an edge is symmetric, which is good for Voronoi point selection.

2.4.3 Related Work

In addition to considering the distribution \( P_s(x, y) \), it is also possible to look instead at the representation error discussed earlier. This was implemented in the work (Dobashi et al., 2002). The authors started with a simple set of points leading to a hexagonal Voronoi diagram across the image. They then adjust the locations of the Voronoi points to decrease the error (calculated as difference in colors per pixel) between the mosaic and real image representation. In the first phase, the entire set of points is moved in batch, with each point moving somewhere in its surrounding 8 pixels in such a way as to decrease the error. This process continues until changes in error are below a threshold. The second phase implements finer adjustment where each site is moved individually within its 8 pixels and the error is recalculated each time.

While this approach appears to be effective, it requires significant computational power even with approximations, and the inclusion of manual adjustments in the paper makes it difficult to judge the effectiveness of such a method for purely automated processing.

3 Methodology and Implementation

3.1 The Doubly-Connected Edge List

The most important component in an implementation of the above algorithms is the data structure used to represent the planar subdivision, whether it be the Delaunay triangulation or the Voronoi diagram. This data structure must support several operations in a performant way. It needs to allow fast adding of points into an existing triangulation structure, flipping of any particular edge, and traversal of a face to find its boundary edges.

The most common data structure used to meet the above requirements is called a doubly connected edge list (DCEL) (Muller and Preparata, 1977). The structure contains several types of records: faces, edges, and vertices.

Figure 3: Examples of sampling distributions created using edge detection: \( P_{\text{sharp}}(x, y) \) (top), \( P_{\text{blur}}(x, y) \) (middle), and \( P_s(x, y) \) (bottom). Edge detection and blur were implemented using Apple Inc.'s Core Image processing filters.
Edges are represented as half edges, storing a pointer to their twin, adjacent face, and doubly linked list pointers allowing traversal of face boundaries. A face record simply contains a pointer to one half-edge along the face’s outer boundary (if it exists), and a set containing one edge along every “hole” inside the face. The Delaunay triangulation was constructed in a DCEL, and then the Delaunay DCEL was transformed into its dual, representing the Voronoi diagram.

The DCEL structure described here meets all the requirements for storing a planar subdivision. However, given a point, the structure does not provide a fast way to locate the face containing a point. For this purpose, an additional DAG (Directed Acyclic Graph) data structure is layered on top of the DCEL.

3.2 DAG For Point Location
A Directed Acyclic Graph was constructed to provide fast point location during triangulation. This point location was used during the first triangulation step, where it is necessary to find the face containing the point being added. The DAG algorithm used was described in (Berg, 2000).

The leaf nodes of the DAG correspond to the current triangulation. The other nodes correspond to previous triangles that existed earlier during the incremental triangulation process. When a point \( p \) is added, causing a split of the face \( f \), the leaf node representing \( f \) receives 3 children for the newly created triangles. The DAG is also updated on edge flips, leading to situations where a leaf node has more than 1 pointer leading to it.

Using such a DAG structure, a point can be located by starting from the root and navigating down the children, checking for containment in the process.

4 Results and Discussion
The figures below present the results of constructing mosaic representations for a test image.

The butterfly image was chosen as it is similar to example images used in (Dobashi et al., 2002). It is extremely difficult to constructed automated mosaic representations on images with many human faces.

Looking at the images on figs 4 and 5, we can see that the representation unsurprisingly improves with increasing \( N \). It is clear that the images generated using edge-detection distribution based sampling retain significantly more of the key features, and also have a far cleaner appearance. This is due to points being sampled from a distribution symmetric around the edges, leading to Voronoi cell edges matching up with image edges. The improvement using edge-detection distribution based sampling is particularly evident with lower \( N \) values.

Significant artifacts still exist with edge-detection based sampling under lower point counts. This is because the correct distribution does not guarantee a good set of sampled points with low \( N \), meaning that there are or empty areas in the points. One approach to remedy this would be to adjust the distribution during the sampling process, subtracting discreet, 2d Gaussians from the distribution around each point as it is sampled. This would help prevent clusters of points and empty areas, improving uniformity with low \( N \).

Ideally, it would be effective to add equidistant points in pairs, one on each side of an edge. Doing this, however, requires knowledge of the edges as vector paths instead of as lighter pixels in an image. Such an approach would not require sampling, and would probably work significantly better than a distribution-based approach. It does, however, require a very different kind of processing.

5 Conclusion
A stained glass / mosaic filter was successfully implemented based on Voronoi diagrams. Several solutions to the problem of sampling points were compared. While the solution by (Dobashi et al., 2002) provides good results, it requires both significant processing power and manual adjustment. A simple, fully automated sampling method was proposed based on subtraction of blurred distributions obtained using edge de-
Figure 4: An example image (top), rendered using distribution-based point selection. The distribution was created by subtracting two blurred edge detection distributions, with a blur of 5.0 and a blur of 1.0. The middle image has $N = 1000$ points sampled, and the lower image has $N = 5000$.

Figure 5: An example image (top), rendered using uniformly random point selection. The middle image has $N = 1000$ points sampled, and the lower image has $N = 5000$. 
tection. Results presented from application of this method, shown on figs. 4 and 5, are both significantly cleaner than the mosaics created using random sampling, and more reflective of key image features.
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